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Abstract

Capital cost is important to optimize the wealth for the shareholders. Now, what is meant by

Discounted Cash Flow (DCF) rate? This cost is made up of two parts: and the cost of debt.

KSE-30 i

decade.

learning ach using Python program. Statistical tools such as R-squared, F-Statistics,
Probability (F-stats), Durban Watson Statistics, White Heteroskedasticity test, Schwarz
Information Criteria, and ARCH/GARCH models will be employed for the analysis.

Keywords: Cost of Capital, CAPM, Fama-French, Pastor-Stambaugh, Build-Up, ARCH,
GARCH, Attificial Intelligence, Machine Learning, LSTM.



CHAPTER 1: INTRODUCTION

1.Introduction

Today, due to rapidly evolving business financial land scape, businesses are under more and
more pressure to analyze the cost of equity capital (Ransbotham et al., 2019). An

understanding of the cost of equity is crucial to corporate finance because 4

necessary to make investors ‘whole’ for letting them put aside money a

advancement (especially under the domain of artificial intelligence [A

for calculating the cost of equity undergo challenging tests a ¢ overha

(Nikolinakos et al., 2023), Q
1.1. Background of the study %
in

Companies wish to make a sufficient r urn sted capital in the market to
exceed expectations of their capitalgprovidersy I rm's stock price has a positive
response to good operating results, i.e, 1 es When there are good operating results and

the form of price) equa Wiha d the firm to produce. In return, this also takes

value of the firm and

produce e company and including covering the cost of funds and achieving targets of
profit to the company (Lauren, 2022). To discount future cash inflows and evaluate potential

risk in future business ventures the overall cost of capital is used.

Cost of capital is the weighted on average cost of equity & cost of debt. Typically, the cost

of debt is relatively stable, but the cost of equity changes over time in response to changing



stock prices in the secondary market. To help financial managers and investors set an
anticipated return on a stock, a variety of costs of equity capital models have been developed.
The Capital Asset Pricing Model, the Fama and French Model, the Pastor Stambaugh model
and the Build-Up model are the four main models. Different assumptions behind these

models produce different costs of equity capital. Hence, it is hard to attain the objective of

The LSTM (Long Short-Term Memory) a 1eh is a type of recurrent neural

network (RNN) has emerged over a able machine-learning-based tool for
improving the forecasting of capital models. LSTM is the most

advanced machine learpimng i@l forecasting. This machine learning technique

challenge across many domains, including estimating electricity consumption along with

electricity output of solar plants to other real-life problems such as traffic congestion. This
kind of temporal data comprises both short term and long-term trends, and traditional

forecasting techniques falsely predict the forecasts.



Effeteness of LSTM technique depend on how the model is designed, what kind of data is
available, how much of the data, what is the quality of that data, etc. Despite the fact that
LSTM has a lot to offer on predicting accuracy part, it may be computationally costly and
would require a lot of data to train. Given these drawbacks, the LSTM model is customized

to the unique features of the cost of capital data in order to realize the full potential of the

to cover ¢ risks being taken (Zhou & Li, 2010).

But return on equity is a not a contractual or guaranteed payment, and equity capital is a
complex process, the cost of equity capital. Several model and approaches have been
designed during last years for such calculation and the most general one is implementation

of the Capital Asset Pricing Model (CAPM). The Capital Asset Pricing Model or CAPM



measures the cost of the equity considering the risk free rate (return is given away to
government bonds), beta of the stock (as to how much the stock flips as compared to market
changes) and expected rate of return for the market (Van de Wetering et al., 2021). The
reason for this is that, from the perspective of this model, investors require a risk-adjusted
return that compensates them for time value of money (reflected in the riskfree rate) and an
additional investment risk. While CAPM is widely used due to its theoretic sis, it has
also been criticized for relying on historical and untested assumptions that do n ways

come true in practice (Kitsios & Kamariotou, 2021).

ies are very important determined by equity costs. This is the discount

alysts or investment in a firm when calculating the present value of future

cash flows? dividend. For example, discounted cash flow (DCF) models need the cost of
equity to discount future earnings (Brynjolfsson, & McAfee, 2017) This has very severe
consequences both for investors (who care about whether they’re overpaying) and managers
(who don’t want their stock to look undervalued) as a valuation error can arise from

incorrectly estimating the cost of equity.



The cost of equity for companies in different industries can be quite different because the
risks, growth prospects and market conditions may vary greatly. For example, high-growth
sectors like technology and biotech tend to have higher costs of equity because these
industries are associated with greater volatility or even risk in the eyes of investors (Canhoto

& Clear, 2020). Conversely, companies in stable industries such as utilities or consumer

characteristics, or shift in investor perception. For instance,

uncertain, investors may ask for an additional g for ow tocks that pushes the

equity cost higher at companies. Additionallygi

with strong financial performance and ook can lower their cost of equity as

’s finances start going down or

they get caught up in regulation or other: negative pliblicity their risk may increase

and thus cost additional return to just nce. On the other hand, companies

sing capital (van de Wetering & Milakef,

Ag importance of environmental, social and governance
gCe companies' cost of equity as well. Equity investors are

ortunities into their decisions to a greater extent Thus,



1.3. Old School Methods for the Cost of Equity

One of the basic building blocks in Corporate Finance is the cost of equity; it influences
investment, capital structure and valuation decisions. The cost of equity has been calculated
using multiple traditional models that have been built over time and each one has his way on

including expectations of an investor regarding risks incorporated with investing equities

that accompany each model.

One of the most famous models to calculate the equit
Model (CAPM)’, developed by William Sharpe i
CAPM, it is criticized. Also, the model declares
proportional to the risk-free rate of interesf, beta, (a measurg, of volatility in relation to the

general market) and general economic scena

The CAPM Formula:

Risk-Free Rate: Refers o d o owest risk investment, goes to government bonds.

SrOW e stock market is called a market return and a beta is a

relatiVe to those averages. Volatility higher (or lower) than in the
eta higher (or lower) than one (Canhoto & Clear, 2020). The
e difference between the expected return on a commercial-average

return of an unbacked investment option.

with it. The question is when beta in addition to utilizing historical data for its calculation,
may not be a true proxy of future volatility. Second, market returns may not be normally
distributed, and all investors do not hold diversified portfolios (van de Wetering & Milakef,
2022). Critics also contend that the relationship between risk and return is not quite so

simple as CAPM describes: while it focuses solely on systematic (or market) risk, other



factors can cause returns to vary from what one might expect based upon beta — such
fundamental risks include those related in general terms to particular companies or
industries; this implies an overreliance by proponents of the model on historical data which

may be atypical.

To figure out how much a company costs, the Dividend Discount Model (DDM) looks at

they can make. But DDM isn't perfect; it can only be used on busine
It leaves out high-growth companies that reinvest their earning

whose payout policies are unstable or unclear.

Invented by Stephen Ross in 1976, what on earth is
While CAPM only takes market risk into accoumts
interest and industrial production can affect a stoc

is as follows:

these three major models, there are other approaches which can be employed under this

approach to estimate the cost of equity. Fama—French Three—Factor Model (Just like CAPM
except + 2 factors) The same model reduces to the conclusion that small cap and value
stocks have performed better than big cap diversified portfolios. However, it is hard to beat

the Fama French Model if you want to believe that a company should be rewarded for



investing their cash flows into companies with high book to market ratios (instead of
CAPM). The Fama French model has been proven to explain historically stock returns of
small-cap and value stocks better than CAPM. However, this method requires also a huge
volume of data and statistics as maximum method of APT so this is not practical (Canhoto &

Clear, 2020).

Bond Yield Plus Risk Premium Model: In place of more difficult models t hard to

implement, we often use this simpler model. The equity cost is worke the

2022).

The biggest problem that “CAPM” face

with “historical data”. The first assu

when one Wwants investment decisions made based on model output (Dwivedi et al., 2021).

The efficiency of market hypothesis and the assumption by investors that their portfolios are
fully diversified are two more major flaws with the CAPM. In practice, investors rarely own
the entire market; even when they do, it is often for specific reasons, such as transaction

costs imposed by market makers and taxes on gains from holding securities. If these



assumptions are not incorporated into estimates, then a non-CAPM risk premium and hence
an imprecise estimate for the cost of equity could result. Also, under the assumptions of

CAPM, all investors have perfect knowledge of markets (Fiiller et al., 2022).

The same is true here. Furthermore, very sensitive with market price movements Since the

cost of equity is calculated using the current stock price and since short-term fluctuations in

stock prices can be dramatic, this means that one should expect wild swings (i senses)

for your estimated costs. Market prices are the outcome of a myriad of fa

to successfully use. Second, since APT does not guide on which
st take a call by themselves, thus leading this model to undergo higher
is subjectivity can produce anomalies such as different analysts choosing
various factors or estimating betas in different ways causing the model to be less reliable and

more difficult compared to names, companies, and industries (Dwivedi et al., 2021).

The call for this re-estimation of discount rates (and other key recipes) covers some
important issues in conventional cost models like APT. Even tiny changes in input

assumptions such as the risk-free rate, market risk premium or dividend growth rates wild



multiplies can hugely impact expected cost of common stock equity — whether you are
employing CAPM, a Dividend Discount Model of your own creation (DDM), and so forth.
For example, in CAPM small changes in beta or the market risk premium (unkindly labeled
as ‘stochastic ‘by some) may produce large shifts of cost of equity (Wamba-Taguimdje et al.,

2020). Very much like DCF, the results could largely depend upon if you epicure the

predictions for the future. Also, ma

fluctuations in investor sentiment o

country but on a larger scale too by including more about what occurs before real global
shocks happen and with greater frequency as well since these shocks now occur outside tidy

state lines all over different parts of earth (Benbya et al., 2021).



In today's financial modeling landscape, changing technology, expanding data availability,
and rapidly shifting market dynamics have caused huge changes in the backdrop for how
models are built. As a result, unlike formerly when financial models such as CAPM were
used predominantly, they are supplemented and even substituted today with sophisticated

methods based on artificial intelligence (AI), machine learning (ML) and even big data (van

other lode when you seek to gain insight into stock market bullish

With NLP plugged into financial models, insights previously

unquantifiablej or hard to measure become available (Berente et al., 2021). For example,
NLP might be used to interpret the sentiments expressed in a CEO's speech during an
earnings call, inputs that may add another layer of context about the financial health of those
other companies. This qualitative information supplements existing financial metrics to give
a more complete picture of market conditions. This is another important trend reflecting the

increasing use of big data in financial modeling. Financial model material — until now



largely structured data, such as financial statements and stock prices accessed through
applications which appear as a very fancy and complex interactive calculator, but the rise of
data in different forms (read social media, satellite images and sensor streams) has changed
a lot of modelling (Benbya et al., 2021). It has allowed financial models to include a broad
range of variables that provide a more complete understanding of overall market behavior

and asset performance. Hedge funds are starting to use satellite images of roa car parks

and fields as lead indicator on retail footfall, shipping activity or agricu

risk management (Borges et al., 2021).

Instead of simply removing redundant links, the approa

and reliability of financial modeling is also starting to

ckchain technology (van de Wetering & Versendaal, 2021).

day, factors such as sustainability and environmental, social and
(ESG) requirements are becoming ever more crucial. As investors and
regulatqrs begin to recognize the significance of corporate sustainability, financial models
are being ‘adjusted to reflect ESG-related risk and chance. Adding ESG factors forces
financial modelers to use non-traditional sources of data in place of traditional financial
statements. Such models can be put to work evaluating whether companies are still
economically guaranteed for the long term in the face of changes in environmental law and

social trends or if they follow corporate governance practices that offer new risks (Benbya et



al., 2021). Financial models emphasizing ESG can show dangers that are invisible to a
company's standard financial statistics. For example, a business with poor environmental
practices could be subject to regulatory charges as well as losses in its reputation and supply

chain, all impacting long-term financial performance.

With traditional methods, investors are considered to act as rational agents who make

decisions simply based on financial data. But behavioral finance recogni human

Another important trend i

strategies and algo tradipg

to execute orders auto

grawal et al., 2019). The models can process huge amounts of data in

ing traders to quickly take advantage of market inefficiencies or anomalies.
As a result}quantitative trading has become a major force in virtually every financial market
today, especially the "high frequency" trading categories (though lately we are seeing some

signs (Fiiller et al., 2022).

In the corporate sector, predictive modelling is a solution under discussion. The use of

machine modeling and historical data combined with statistical techniques, predictive



models are predicting the future: will one make money off this year? Such models are
especially helpful in cases where traditional linear models may fall short, such as swiftly
changing industries and periods of economic uncertainty. Predictive modeling advises
companies on where to allocate their capital, what mergers or acquisitions they should
undertake, or the best strategy for controlling their risk--without risk. Predictive models can
also perform continuous revision in line with up-to-the-minute data, so predictiofis are never

outdated or inaccurate (Wamba-Taguimdje et al., 2020).

way
is dramatic both in form amd in c “Wdata” processing methods, decision-making

number ta points and predetermined assumptions. This can place limits on their
accuracy and relevancy. However, an Al-driven model operates in quite another way: it uses
machine learning algorithms to analyses large and various data sets (ranging from structured
financial statement numbers to prices) as well as unstructured data such as news articles,

social media posts, economic reports etc. This sort of comprehensive data analysis allows Al



models to unearth complex patterns and relationships that might escape traditional methods,

providing more precise insights with greater subtlety (Kar et al., 2021).

Ecological modeling has been totally revolutionized using machine learning techniques such
as regression analysis, decision trees and neural net systems. An example is regression

analysis, which makes it possible to find links between variables, so it can predict the future.

Traditional regression models may be based on linear relationships and fixed a ptions,
but machine learning improves accuracy by allowing non-linear interacti ese
emble

ing ones,

to the now even social medi

processing (NLP), we ga

d with a detail never before conceivable. It can process data from real
ata to batch processing from historical financial information to macro-
economic thdex. The big data analytics infrastructure underpinning Al-driven models makes
it possible to scan these vast data sets for patterns, correlations and outlying happenings--
promising deeper insights along with more reliable prognostications (Trunk et al., 2020).

The capability to handle and analyze big data means financial strategies can be tailored more

precisely to cater for each investor's individual preferences and risk profile. For instance,



with selective risk increasingly on the increase and nonsystematic risk relatively steady,
investors might want to mix assets in quite different proportions. In asset management
applications, Al-driven models offer investors significant benefits by optimizing asset
allocation and managing risks. Classic portfolio management approaches often take as much
as 100 °f all their inputs from past performance coupled with static assumptions. Al-driven

models, on the other hand, can constantly look at real-time market data to chances.

Artificial intelligence models are changing the way risk

smarter ways to deal with ongoing risks; Al-power

ptoving forward. The modern financial world is always

t strategies are still useful because they can be updated with

chores have been automated, human resources are freed up to focus on more creative and

complex assignments--deciphering trends, developing investment strategies or working
closely with clients directly. Al is integrating with business processes in the financial sector,
smoothing out operations, raising precision and sharpening up decision-making for

maximum impact on overall efficiency of our organization.



Al driven models have a lot to be said for them in finance too, however, there are problems.
One such problem is obtaining high quality, accurate data. Large datasets are needed to
make accurate predictions and generate meaningful insights in Al models. Flawed outcomes
and ineffective Al driven models can come out of incomplete or noisy data. In addition, the
complexity of the AI models underlies interpretation issues (Al-Surmi et al., 2022). The

decision-making methods of Al models and the processes underlying these m. is almost

impossible to gauge even if the predictions are accurate. In order to creat

and ethical considerations (Brock & von Wang
regulatory requirements while taking advantage o

N

requires careful thought and cooperation 4

and regulators.

Comparison

The introduction of computeri for enterprises in the 1960s brought about an
increased demand for ; ighals. In the 1970s it became indispensable and
indispensable to préad sheets that handled the bulk of number crunching
er on your part In today's business environment, every

come increasingly quantified -from a company's purchasing

magazine offige computers that keep track on bibliographies, theory notes, index pages and
other data™ should they be needed (with only minimal formatting done by
humans).Traditional financial models, such as the Capital Asset Pricing Model (CAPM) and
the Dividend Discount Model (DDM), are based on theoretical frameworks and simplified
assumptions about market behavior (Canhoto & Clear, 2020). For example, CAPM assumes
a linear relationship between risk and return, with market risk as represented by beta (J3)

being the key determinate of asset prices; while also DDM focuses on future dividends from



companies-it assumes a constant rate Growth rate and stable dividend policy. Although these
models have achieved great results over the years, they face limitations because their
reliance on static assumptions and historical data To put in change market conditions is too
large a jump for them to manage as well the question spread out over this indicative array

By contrast, machine learning algorithms and big data analytics are used in Al-driven

models to analyze massive amounts of information, drawn from an eno

sources. These models are not restricted by preconceived assumptions

availability and quality of past data. In contrast, Al-driven models can handle huge amounts
of structured and unstructured data, such as financial reports, news articles and social media
content. Such comprehensive data analysis gives Al models many more variables and

interactions to consider than traditional models. The insights they offer are therefore more



accurate and subtle. For example, natural language processing (NLP) techniques can use text

data to measure market sentiment and pick out emergent trends.

Traditional models of course do not have this kind of capacity for adding another dimension

to financial analysis (Jarrahi, 2018). At the same time, Al-driven models assist in the capture

and modeling of complex relationships between variables. Traditional financial models

model
clean up data and fill in gapsgThe pro :

e transparency and interpretability of models are crucial

eholders. Thus, Al-driven insights can be utilized effectively

and requiréments. However, the rapid development of Al technologies has posed new
challenges to regulatory compliance for data privacy, algorithmic accountability, and ethical
concerns. To take advantage of Al capabilities while conforming to regulators' demands,
financial institutions, technology suppliers and regulators themselves will need to join forces

to resolve this conflict. Nevertheless, the advantages associated with Al-driven models are



substantial (Fiiller et al., 2022). Real-time data processing Ability to handle a variety of
datasets Complex relationships, Al models are powerful financial analysis tools, but Al-
driven models also provide higher accuracy and inefficiency, with this paving the way for
some of the flaws in conventional financial models to be rectified. Thanks to technological
advances, Al's role in finance will continue to expand further. Help us bring innovation and

improvement over the financial analysis and strategies of public investme countries

where it is used (Agrawal et al., 2019). Data Sources for AI Models in

sym
statement, cash flow contractgetc. Al

ial data analysis itself. For example, formulas can access
time. The Al model also checks the company's financial

ncial reports over time are. Financial statements data is able

stock price, trade rates, price history in real time. With that market data, an Al model can
come and see, ‘how do these prices change, how volatile are they, and how do I as a trader,
how should I behave in trends?’ Machine learning systems can use this information to
forecast what stock prices will be, find market trends and determine how outside factors

influence the success of stocks. For example, time series analysis can be used with, for



example, studying changes in stock prices over time and predicting how price might change
in the future, based on previous data. High frequency trade data can also provide you
information about how the market is moving and how open it is on the short term. Because
Al models can go through and analyze large amounts of market data, they can make accurate

and timely stock ratings (Alshare et al., 2019).

The value of stocks is influenced by many economic factors and stocks are @lsoSmportant

data source for Al models. There are some measures of all this suc es,

models to gain a better idea of what things

Sentiment analysis represents brand qgew dataf@si al language processing (NLP) to

understand how the masses feel about how they as investors behave. What
this means is that you must
reports that contain tex

By mood analysis

ing how the market thinks or, how investors react. With Al driven
non-traditional datasets and other kinds of data sources are becoming
important (Wamba-Taguimdje et al., 2020). They include lots of different
kinds of data: satellite images, web traffic data, and measures of how active people are on
social media. Satellite images, for example, can show how a business's supply chain works
when it's impossible to just wander in and ask, or how many people are walking through a

store. Assuming you've got your web traffic data, it may reveal patterns in the level of

interest and involvement in the business' goods or services. By adding different kinds of data



to Al models, analysts are able to acquire more information and find trends that standard
data sources wouldn’t be able to find. Other than these types of data, past data is very useful
for training and testing AI models (Makowski & Kajikawa, 2021). Using the past's financial

success, stock price change, and macro-economic factors predictive programs can be built.

Machine learning model learns from past data to find some patterns and relationships to use

omplexity of data, strong data governance techniques are

quality, privacy, and security (Alshare et al., 2019).

1. ort Vector Machines for Financial Forecasting

However? port Vector Machines (SVMs) are gaining a lot of popularity for predicting
finances because they are reliable and know how to handle complex, high dimensional data.
SVMs are learning algorithms, meant mostly for regression and classification, which fall
under the umbrella of supervised learning. Because they can find patterns and make
predictions based on labeled data, they're very useful in financial forecasting. This is the

case as predicting market trends and asset prices means looking at massive, complicated



datasets that oftentimes have a lot of noise (Mikalef & Gupta, 2021). SVM's is about finding
the best hyperplane which separates various types of data points into feature space. In
classification tasks, we want to find the hyperplane which maximizes the distance between
classes. It ensures that if the classifier works well enough with the new data that it isn’t seen
before. This can be seen as telling bull versus bear market conditions, or in the case of a

stock, will it go up or down. By concentrating on the most significant data poi

decision line, SVMs can create models that function and have excellent/

general scenarios (Davenport & Ronanki, 2018).

ata into a higher

a regression model, by

ny factors that provide a different look at the market
ethods to limit the model’s complexity so that it does

, 2021). SVMs can provide less noise and change sensitive

One thing about SVMs is that they have different kernel functions, such as, radial basis
function (RBF), linear basis function (LBF), and polynomial kernels which make them
flexible. Some kernel functions are good at some things, and do particularly well with some
kinds of data and connections. For example, data that could be separated on a straight line is

a good match for the linear kernel, and RBF kernel excels at recording more complicated,



non linear connections (Davenport & Ronanki, 2018). The right kernel function matters a lot
for how well SVM model works in financial prediction case. By trying out different cores
and fine tuning some features, scientists can make models that work better with some types

of financial data. However, SVMs have some advantages but not perfect when it comes to

financial prediction. This choice can be hard so one chooses which kernel functions to use

. Two methods are being used to make SVM models more

: feature importance analysis and model representation.

1.7 The Importance of Feature Selection in Al Models

With any artificial intelligence (AI) model, picking the right features also helps you work

faster, do less computing and makes it easier to understand the model. From healthcare to



finance, Al and machine learning is becoming more important every day. The selection of
the most important features or variables or predictors from a dataset is now an essential part
of creating models that work (Teece et al., 1997). First, it will make it important to see the

effect features selection has on the model success. For many jobs, Al and machine learning

may have datasets with a lot of features, and few of them may be useless, noisy, or duplicate

understand this to make smart choices when it comes to places like healthcare and banking
where people need to know how predictions are made. We can make it easier to see what is
making the model's results, in which case it can gain trust because you've helped them

understand the why and how more, which means you're helping to make the AI more open.



For any given problem and its respective data, there are many ways to pick which features to
use and each comes with its own ability in different situations. Filter methods examine
features according to their statistical characteristics as well as the relationships to the goal
variable, independent of the type of learning algorithm (Paschen et al., 2020). There are

some filter methods such as association analysis, chi square test, mutual information to assist

backward elimination, and iterative feature elimination. Bec

models, wrapping methods can be hard on computers.

specific set of traits that directly improve the performance

De Mauro, 2022).

With embedded methods, choosing featur a the raining process for the model

itself. These methods choose which feature fitting the model. They do this

ue scores or by choosing features

improving the m ) cutim€ (Fadler & Legner, 2021). It's important but it isn’t
always easy at’ least in my experience). The problem is that you might

throw awdly uld be useful if the traits are mistakingly supposed to not be

still get the benefits of feature reduction (Davenport, 2018).

Another thing to think about is the effect of feature selection on the stability and the strength
of the model. The model sensitivity to changes in the data and how well it can adapt to new

situations depends on the traits you choose (Sestino & De Mauro, 2022). And to make sure



that model stays strong and accurate you want to make sure to be able to test these features

on other groups of data.

1.8 Risk Management with AI-Enhanced Models

The cost of equity models can be done a better job of evaluating and managing fisk with the

ways (Benbya et al., 2021). Types of machine learning algorithms are decision trees, neural

networks and ensemble methods to name a few. These can search for intricate patterns and,
infer linkages in data that may not even be manifest by more conventional techniques of
analysis. With better prediction of what future will be like businesses can better guess what

risks there are, and how they will affect the company (which is bound to make risk reduction



work better). The AI models have elaborate features for risk scenario simulation and risk
analysis as well. The management of risks needs to think about what impact different risky
situations may have on the business and how well that business makes money. Models with
Al can run complex simulations and scenario studies, i.e. create and compare a lot of

different potential outcomes, depending on a number of different risk factors and conditions;

useful information (Borges etal., 20‘ Wher

whether something isn’t rightgnor whet

n all situations, which in some cases will not work for all situations
. By grouping and segmentation, Al models can review risk profiles in
d identify specific risk factors which are relevant for different groups of people and
individuals? Thus, companies can develop risk management plans that are tailor made to
varying specific places or customers. Within the banking sector AI models determine

customized credit risk profiles and fraud detection setups with an eye on how the individual

customer behaves and what they buy (van de Wetering & Versendaal, 2021).



While all of this sounds good, nothing is perfect, and it’s the same for Al in risk
management. There’s one big worry around the accuracy and reliability of the data that goes
into Al models. A lot of what one feed their Al models on determines how well it does.

When the data is not correct or biased, the predictions and risk ratings can be wrong (van de

Wetering et al., 2021). Yet, for Al-enhanced risk management models to work well, the

to be clearly explained. This problem is somethi
of explainable Al that help us understand Algs
certain predictions (van de Wetering & Vi

lots of cash, a big chunk of time spe

Precision of Al in Financial Modeling
to financial modeling, accuracy and precision are very important terms for
judging how well and how reliably artificial intelligence (Al) systems work. Both metrics
are important for making sure that Al-driven financial models give reliable and useful
information, but they measure different parts of model performance. To make the best
choices in the financial industry and improve Al models, it's important to know how

accuracy and precision work together (Benbya et al., 2021). Accuracy in the money mode



Length of accuracy (ling) is a measure of how closely a model's expectations or estimates
match what happened in real life. It measures how near to the true values the AI model's
forecast are. It puts a figure on how "suitably" a given output is relative to the actual
situation. In financial terms, accuracy may be looked at in different application scenarios:
forecasting stock prices, judging credit risks, or predicting macroeconomic indicators. A
high degree of precision means the model's forecasts are mostly accur which is
indispensable in investment decision making; risk management and strategy, dev ent

(Borges et al., 2021).

actual results. Hi C ith high precision is what is pursued in financial Al
modeling, on hissensures predictions that are both reliable and close to true

endaal, 2021).

in financial modeling Al models are affected by several factors.
them. An Al model must rely upon historical and now. If the data used
in training an Al model is not complete or accurate or is biased, then the accuracy precision
will be affected. Data is the basis for financial decision-making, and it requires careful
attention (O’Connor & Patel, 2020). To ensure that the data used for training and testing Al
models is representative, high-quality, and relevant to the task at hand, is vital for obtaining

accurate precise predictions. It’s required that the user first get cleaned data; lack of words in

it here we mean all missing values and systematic errors will be eliminated (Parker & Turner,



2023). This part of the Al model's process from getting data to model testing is crucial: If
you fail to deal with missing values or exclude outliers, then any resulting models will be

compromised.

Algorithms and model choice impact both accuracy and precision. Different types of Al

algorithms have different DE capacities, depending upon how the financial data that they are

ways to judge model accuracy, just to na

model is off track (Morris & White, 201

measures such as variance, standard iation an@confidence intervals, which indicate how

consistent or reliable one's predictions ar:

ith the flexibility to adapt--and with mechanisms in place for

information into their forecasts as it comes out. Another issue is the

quantitativ® measurements for performance data models, it is just as important is ensuring
that we can understand the path which led to an end result--in other words, not only where
but also why it arrived at its conclusions. Interpretability makes models comprehendible for
users (Morris & White, 2018). It allows people to understand factors that might be driving

the model's decisions and judge whether these predictions are consistent with what is known



in this domain or not. Such techniques as feature importance analysis and model
explainability can provide valuable insights into the thought behind a decision, thus

enhancing trustworthiness and transparency of Al models.

Finally, continuous monitoring, refining, and retraining Al models are necessary to maintain
their accuracy precision over time. The world changes; conditions and financial markets
change over time and a plan that ‘worked’ at a particular point in time may ngt work as well

over time. In markets where things are always changing, the AI models n ate.

could create the troubles and misleading king process. Of course, this

means that Al provides a much more data jective way to arrive at this all
important financial measure, which es itScontribution in making cost of equity

calculation less subjective quite clear.

ed cost equity and will affect investment decisions and financial
ever, the dependency on subjective input and the lack of use of data itself
becomes these problems, and these are addressed by Al through the application of a data
driven approach. I will show that machine learning algorithms and Al models can combine
several types of financial market information, where needed, to produce more objective

estimates than we can from the data immediately before us (columnize) (Ellis & Patel, 2020).

To take an example: Al can make an in-depth study at historical trends in turn-for example



by exploring past equity market performance, alongside stock price data from the same
period and as yet unseen Chinese national statistics on investment, particularly since these
have been released more than three decades later than that from other countries themselves
such developments will be tallied up into figures in every year. Al can view this process

repeatedly extending back over decades in order scion precision so as finally to compare the

ement, news opinion reports, social media trends (Taylor

e different sources Al has a much bigger and fuller picture of

newspaper stories (Robinson & Walker, 2015). It lets Al ‘feel’ the market and put emotion
into its cost of equity calculation. Using quantification and combing mood analysis and
other non-number data, Al could give a more complete, more accurate estimate of the cost of
stock. This estimate can include the view of the market at the moment and what the market

does believe will happen in the future.



The application also has Al that figures out for companies in all forms of areas and places
the same cost of equity. The traditional methods are also different depending on the analyst’s
point of view, or the characteristics of the business examined. AI models, with their

standardized data processing techniques and algorithms, supplying a uniform framework for

the cost of equity calculation (Ellis & Patel, 2020). This uniformity makes sure that the

estimates can be effectivie

1.10. ting Financial Forecasting with Al

This 1g Step forward in strategy management because it brings artificial intelligence to
asting. In financial forecasting using ai algorithms and data processes are used
to predict future financial results using both historical information and real time data (King
& Turner, 2022). This is tremendously time consuming and generally results in manual
processes such as data collection and analysis, and computation and interpretation of results
in statistical model calculations—there are several methods that can be cumbersome, error

prone, and unable to handle complex data patterns. Al provides a more efficient and accurate



means of Report automation. Combining high-speed data processing capacity with advanced
algorithmic analysis, Al offers something of a viable alternative. By automating these
processes, Al can analyze vast amounts of data much more quickly than traditional methods

can, providing real-time updates poorer forecasting can replace (Jackson & Stewart, 2019).

One of the main advantages Al has brought to financial forecasting is its capacity for

processing and integrating different datasets. Financial forecasts require inputffromaa variety

of sources, ranging from historical financial data to market trend

s can be colored by subjective judgments and cognitive errors,
n errors or inconsistencies of prediction. AI models, on the other hand,
are drivgn by data analysis and algorithmic thinking. They remove the influence of personal
subjectivity and add to forecasting accuracy. Moreover, Al models can undergo rigorous
testing and validation, using historical data to ensure their reliability and correctness. By
relying simply on an impartial analysis of data, Al enhances the credibility of forecasts and
supports greater rational decision-making (Garcia & Lee, 2021). Implementing Al in

financial forecasting requires several key steps: data collection (the first), model creation,



and testing. Data collection is the first step largely because the data on which Al models are
trained will directly influence the precision of forecasts. Organizations must collect reliable
and broad-based data which is updated regularly (O’Connor & Patel, 2020). Once the data is
collected, machine learning algorithms and other AI techniques can be applied for
forecasting model design to be done (Jackson & Stewart, 2019). These models use historical
data to recognize patterns and relationships, gaining the ability to predict fi financial

results.

Model validation is another part of Al-Driven forecasting. To ens

provide forecasts that are both correct and reliable, it is esse

oming demands additional

models are found on accurate, comprehensive
g¢ is the complexity of Al models. Al, while able to

ing feats so far beyond the abilities of traditional techniques,

teams (Hall & Nguyen, 2018).

At this point, one drawback of Al models is how difficult they can be to interpret. While Al
models can provide accurate forecasts, the way they work is often unclear as they function

as "black boxes" with no explanation of how predictions are made. This lack of transparency



can make it hard for people to trust and accept Al systems-in financial decision-making
contexts especially if explanations behind the predictions made by Al are not clear. Al
models are also readily susceptible to being "hacked" or otherwise manipulated, so their
workings can be unreliable even when left untouched (Jackson & Stewart, 2019). Building
more interpretability into Al models, such as by creating techniques that offer explanations
for why the machine came up with a particular result and what steps were ta reach it,

provides a possible way of addressing this problem.

1.11. Obstacles to Implementing Al in Finance

hardware and software, moving old data to new systems, and making

sure that,oldegand newer parts work together. Also, new Al technologies need to work well
with systems and processes that are already in place. This is a hard job that needs to be
carefully planned and coordinated between many areas to be completed (Brock & von
Wangenheim, 2019). Bad info and not having enough of it is another big problem. Al
models are very dependent on the data they are taught on, and the quality of that data is

directly related to how well the models work. Data from independent sources in finance is



easily fragmented, missing or ambiguous (Al-Surmi et al., 2022). If data is not stored as
such, for Al systems they should believe the data they use to be correct, complete and up to
date. To tell you the truth, no one really needs to think all too much about the privacy and
protection of their data, and in particular their data, of a personal or of a private finance, til it

starts at it.

Strong data control practices and investments in data cleaning and validati

needed to solve them. The second issue is that Al programs and models a

pliance is likewise not practical at this juncture.
ply with these rules calls for meticulous legal and

to effective ongoing monitoring so that adjustments can be

t for the implementation of Al in finance are ethical considerations Al
inadvertently perpetuate historical data biases, leading to unfair or
discriminatory outcomes Instances of this could be credit scoring algorithms that reflect in
the training data used racist, sexist or socioeconomically biased tendencies. Financial
institutions need to take proactive steps on these ethical issues through their handling of
fairness and bias mitigation Planning ethical guidelines for Al use and ensuring that Al

systems are periodically checked to prove fairness standards in financial practices are two



essential things everyone can do (Al-Surmi et al., 2022). A further obstacle lies in the need
for specialized skills and expertise. Implementing Al in finance calls for people who have a
grounding in data science, machine learning and finance. Finding professionals with the

right knowledge and background, and then keeping them, is difficult given heavy

competition from other industries for the same skills. Financial institutions might need to

. The development and roll out of Al systems requires a significant
technology and personnel, as well as infrastructure. Furthermore,
tions will also have to determine what they can gain from using Al (which),
and these have to weigh against the costs of implementing Al technology (Fiiller et al.,
2022). It must ensure that expense for technology returns its investment. Through systematic
analysis of the costs and benefits, we can provide organizations the ability to make judicious

decisions on Al investments including adequate management of their budgets.



Because the financial markets are dynamic and technological advances cause ongoing
challenges: As Als and FMs develop, the current bank reality forces it for financial
institutions to follow up with the changes to be able to win the competition. This necessitates
a continued learning and adaptation discipline and the propensity to respond quickly to
change in market conditions or technological innovation (Truong & Papagiannidis, 2022).
Organizations can better manage these mitrials and seize opportunities Al by

developing a forward-looking Al strategy which is flexible and adaptable.

look at how Al has helped businesses make decisions

in multiple industries (Dwivedi et al., 2021).

And a typical financial services company that use Is to décrease their cost of stock

ed to ffigure out its cost of equity by
Model (CAPM) and Dividend

itectly pull the latest economic data. This would allow the company to
make quickerjand more accurate price predictions for its cost of stock. This made the
company ¢ven more stable and its risk management improved (Wamba-Taguimdje et al.,
2020). For instance, a tech business attempted to use Al to make its cost of equity processes
more efficient for its growth plan. But because it is a tech company, standard methods of
valuing businesses had trouble with things like high rates of growth and indexing instability.

To get around this issue, the business used an incorporated approach with Al models that



combined predictive analytics and natural language processing (NLP) to look at how

investors and the market felt and behaved.

The Al system took in different kinds of data sources to measure investor attitudes and
market trends. From social media sentence analysis or even a news article, the company

collected both qualitative indicators for input into its cost of equity calculations; thus, it was

several countries with vastly different economic

cost of equity models did not fit all, one fixed these issues by utilising

an Al based network which consists of methods and simultaneously

The company was able to ¢ i el for cost of equity tailored to a location

with this Al system. Ace

y is about a startup that built an Al powered tool for small and
sses (SMEs) that allowed them to estimate the cost of stock. Standard
cost of gquity Imethods were too difficult or too expensive for small businesses to use, there
was a market and the new company jumped in. The company used Al to come up with an
easy way to calculate how much stock it would cost. Using software running in the cloud, it

also made sure it was accurate and useful.

To enable the modeling of specific cost of equity projections for small businesses, the

platform used software that learns from internet public financial data, industry benchmarks



and macroeconomic factors. The valuation process became more simplified with the help of
Al, and small businesses learned more about how much their stock costs. They didn't have to
be experts in business or pay a lot of money for expensive advice services anymore.

(Wamba-Taguimdje et al., 2020) This case study shows how Al can break down hurdles for

advanced financial tools and help small businesses make better decisions. Even though there

making Al models

are very complicated,

reporting, risk m * reas such as their fair usage and potential bias issues.
We also nee ddressing these ethical issues because fair standards of
iness do depend heavily on them when applied to Al-driven

& Kim, 2019).

practice

finangial Practices

1.12 P e of the study

The main purpose of all financial manager is to make the wealth of stockholder maximum
possible as increase in the value of stock means increase in the wealth of stockholder. The
fair share price has been calculated via various models such as Capital Asset Pricing Model,
Fama and French Model, Build-Up Model, Pastor-Stambaugh Model, which are popular

among investors to estimate the stock price. There are different sets of assumptions, different



reasons that each model is proposed and it should be remembered that no model is
universally applicable nor suitable in all circumstances. In this study, these four models are
evaluated specifically for the Pakistan Stock Exchange with regard to their underlying

assumptions.

A firm's cost of capital is an important decision because a lower cost of capital translates to

market hypothesis. The criti
the best model that ca

enhance

predictiv

that yields the lowest cost can further be improvised in terms of adding further explanatory
variables that suit the dynamics of emerging markets and to increase the predictive power of
the resultant model, an Al-based machine learning algorithm such as LSTM will be

integrated which is one of the main aims of this study.



1.13 Objectives of the study

This thesis aims to analyze various costs of capital models and their applicability to the

Corporate Sector. Other than that, the following objectives have also been discovered.

° To evaluate the available literature critically, containing material related to the

research topic.

e To evaluate the literature on national-level papers.

e To analyze the pros and cons of each cost of capital model highlighted in past
studies.

e To analyze international as well as national scenario

e To analyze various aspects of the Capital Asset P

e To test the Fama French Model and evaluate additi ompongufs.

e T assess the applicability of Pastor S gh’s 1 while highlighting the

components differentiating it from Frerfch Model.

aturescomponents that distinguish it from

e To devise an g% gquity model with an infused machine learning

LSTM approach

Researchers have used a slew of models to calculate cost of equity which include Capital
asset pricing models Fama French model Pastor Stambaugh model and Build Up model etc
to improve the net present value of the company’s projects and enhance the firm value. Each

model yields an expected outcome, which is different from the other. This variance stems



from the distinct assumptions underlying each model. The accuracy of these results requires

further investigation.

Which model provides the most accurate estimate? To what extent one can rely on these
estimates? How does the integration of machine learning LSTM algorithm enhance
predictability by overcoming limitations in capturing intricate financial dynamics through

empirical analysis? These are the questions that necessitate thorough examinatfon.

1.15 Research questions

Which of the four models, namely the Capital Asset Pricing Mod
Pastor-Stambaugh model and Build-Up Model, is appli

Furthermore, which of these models can be used to forecast stogk prices for stocks?

1.15.1 Capital Asset Pricing Model (CAP

1. How does the CAPM perform ig estima f equity for companies listed on

the Pakistan Stock Exchange?

2. To what extent do the a tions Qf the CAPM hold true in the context of the Pakistan
Stock Exchange?
3. Can the C [ apture the systematic risk of different sectors in the

pare to other cost of capital models in terms of its accuracy in

the expected return on stocks in the Pakistan Stock Exchange?

1.15.2 Fama & French Three-Factor Model:

a) The Fama & French three-factor model takes into account a country's equity market and is
thus able to decipher the beta factor compared to the beta of companies in two USA markets.
It takes into account the concept of unique risk and thereby provides greater estimation of

cost of equity compared to the CAPM.



b) Does the Fama & French model (with additional factors, size and book-to-market ratio),

explain the stock returns on Pakistan Stock Exchange?

c)We investigate whether the factor loadings of the Fama & French model vary between

sectors of the Pakistan Stock Exchange.

What does it imply to use Fama & French model for the cost of capital estimation for

investment decisions in the Pakistani market?

1.15.3 Pastor-Stambaugh Model:

a. How does the Pastor-Stambaugh model differ from ot odels in

capturing liquidity risk in the Pakistani market?

b. Does the inclusion of liquidity risk in the Pastor-Stambaugh@model ifiprove the accuracy

the Pastor-Stambaugh model

to the Pakistan Stock Exchange?

c. How e Build-Up Model / extended Build-Up model perform in estimating the cost

of equity and cost of capital for different sectors in the Pakistani market?

d. Are there any specific challenges or limitations associated with the application of the

Build-Up Model in the context of the Pakistan Stock Exchange?



1.15.5 Machine-Learning based LSTM Approach to Cost of Equity Capital Model:

The study intends to explore how the integration of the machine learning LST roach in
the cost of equity capital model can assist internal and external stakeholders\by iding

them with more accurate cost of equity estimates.

1.16 Research Hypotheses

HO1: The capital asset pricing model does not assist in best ting theeost of equity.

jared

HO02: Fama and French is not a useful model to ptedict the cost o ty.

1.17. Scope of the study

This study has been limited to application of above stated models to the companies, listed on
PSX. We target how each of the four costs of equity model would behave and how

accurately they could predict the cost of equity capital. Which models have realistic factors



and which factor do they have? What factor influences models? What stock prices do these
choices cause? What light are results with the generated results perceived under and which

of the presented models provides better results?

The use of the LSTM algorithm to incorporate a machine learning approach on,this model

would further enhance the predictability of a model that achieves the lowesticost of equity

into consideration characteristics of the firm, stock price whi

to the firm and position of firm in the lifecycle.

1.18 Significance of the study

premium. The primary advantage of the Build-Up Model is simplicity

and congceptualization.

This study aims to determine which of the four models is most suitable for the Pakistani
environment, specifically focusing on the PSX-listed companies. The historical data of the
Pakistan Stock Exchange highlights the presence of fluctuations influenced by economic,
political, and global factors. The historical data also revealed that the PSX has witnessed

both periods of growth and decline since its inception.



During phases of economic stability, positive investor sentiment, and favourable government
policies, the stock market tends to exhibit upward trends. These bullish periods are
characterized by rising stock prices, increased trading volumes, and an overall sense of
optimism in the market. Such periods attract more investors, and the market experiences

positive momentum.

volumes decrease, and investor confidence wavers. Uncertainty and

market, leading to a downward spiral.

e the Yrediction of the

Unprecedented fluctuations in the stock market significa

cost of capital models. In this scenario, relying on a single capi 1 not reflect the

accurate cost of capital. Considering the above- ned fact extended buildup model
will be suggested that will incorporate the specia

emerging markets.

fused with t

aims to fill t

other st nges with similar characteristics. It is anticipated that this research will

serve as a benghmark for future researchers in the field of cost of capital.

1.19 Limitations of the study

CAPM, Fama French, Pastor Stambaugh and Build-Up models would be tested in terms of
their application to the KSE-30. All conclusions will be drawn up based on data which will

be used for analysis purposes. Based on the results, a generalised conclusion would be



drawn, and the findings would shed light on applying the suitable model. 10 years of data
based upon monthly observations would be collected and analyzed for the companies which

form the KSE-30 Index.

Apart from all these things, while choosing the topic some assumptions were made. It is a
well-known fact that Pakistan is facing critical situations nowadays, especially economic

and law and order situations. Also, a major part of the country has been affegte e to the

recent flood and climate changes. Considering the above facts an exte del
will be suggested to cater to the need of the market for estimating capital with
augmented predictability through a machine learning approache Findi wouldybe made

based on the empirical data available in the stock exchange

1.20 Structure of thesis

This thesis is structured into five distinct ¢
Chapter 1: Explain the contents which cha

Chapter 2: Literature review (Explai to thfee lines what does it cover)

Chapter 3: Research methodo

n s and Interpretations of results, comprises of

iptive & inferential statistical tools and their analysis.




CHAPTER 2: LITERATURE REVIEW

2. Literature Review

2.1. CAPM

A basic idea in finance called the Capital A el (CAPM) shows how
systematic risk and projected return for assets , espécially when it comes to
investing in stocks. It gives investors a w# : t what an asset's projected return is,

taking into account how risky it is ), thémarket as a whole. A lot of people in

portfolio management, business financ investptent analysis use CAPM to help them
decide how to allocate asset make in
A
K=K+ B (Ka-Kip) (CAPM Model)
Market Risk The expected return of
Premium stock (Cost of equity)
4

del the return on equity is dependent and a constant consisting of Risk-
Free Return plus an explanatory variable market risk premium. The components of CAPM

Model are discussed below:

2.1.1. The risk-free rate (Krf)



The risk-free rate (Krf) is the return that can be expected from an investment with no danger.
This kind of investment is usually in government bonds or notes. As an example, a
conventional measure for Rf is the interest rate on a 10-year Treasury bond, which is thought
to have almost no risk of failure. From what we know now, this rate could be anywhere from

2% to 3%, based on how the economy is doing.

2.1.2. The average market rate of return (Km)

investors feel. For example, the average return

8% per year, which is what most people ex

2.1.3. Beta

research inemerging markets can show differences because of things like inefficient markets

and different economic conditions. Some important studies are Fama and French's, which
criticizes CAPM by adding more factors besides beta that explain stock returns.
Several studies show that CAPM is a good way to figure out predicted returns based on

systematic risk. For instance, Black, Jensen, and Scholes's real-world study showed that over



time, portfolios with higher betas did indeed have higher returns. This supports CAPM's
predictions about the risk-return trade-offs in well-diversified portfolios. Also, CAPM is still
an important part of corporate finance for figuring out the cost of equity capital and making
investment choices.

CAPM is widely used, but it gets a lot of bad press for the claims it makes and the situations

because it is based on unrealistic ideas that don

but ongoing arguments about its flaws show that We need to keepilooking for more complete

models that better reflect how complex mar W

how assets a

makes itfan 1

ex to make bas



Following is the Fama and French Model:
K=K+ B (K- Kep) + Ksmt + Kt (Fama and French Model)

p
Market Risk Premium

A

Pe

Size risk premium (SMB)

\ ]]—_/‘; stock (Cost of equity)

The expected return of

-

Value premium (HML)

.

N

2.2.1. The size risk premium

The size risk premium is based on the fact that\gmal usinesses have historically done

better than bigger ones. This effect, called % eans that buyers need to pay
more to put their money into smaller companigs ause they are riskier. Over time, studies

have shown that portfolios that are he on s -cap stocks tend to have better average

returns than portfolios that aredheavier on\afge-ap stocks.
2.2.2. The value risk p
The value risk pr kes value stocks (those with high book-to-market ratios)
heSe with lower book-to-market ratios). This "value effect"

more money by putting their money into companies that are

rench model has been proven to work in many real-world studies that look at
different markets. For example, studies from the U.S., Canada, and several European
countries show that both SMB and HML factors explain differences in stock returns in a way
that CAPM alone does not. In developing markets, on the other hand, the results are mixed.
The value factor still works to explain things, but the size factor often doesn't because of

how the markets work and how inefficient the structures are.



Several studies show that the Fama-French model is a good way to figure out how much an
object is worth. For instance, Fama and French's original study showed that their three-factor
model can explain more than 90% of changes in portfolio returns, while CAPM can only
explain about 70%. Later studies have confirmed these results, showing that portfolios built
with SMB and HML factors give better risk-adjusted returns than portfolios built only with

market risk.

While the Fama-French model has some good points, it is criticized for t

ongoing arguments about its flaws sho

affect how asset prices chan different Wnarket conditions.

2.3. Pastor-Stambaugk

PSM) adds to the Fama-French Three-Factor Model by

takes into account the higher risks that come with assets that

how investors choose to spend their money.



Ks= Krf + B1 (Km-Krf) + f2 SMB + Bz HML+ B4 ILLIQUID (Pastor-Stambaugh Model)

Market Risk Premium N

Size risk premium (SMB) T The expected return of

stock (Cost of equity)

| Value premium (HML)

-

Liquidity Premium (ILLIQUID)

\

2.3.1. The liquidity premium

bet idity and returns isn't always what it seems, especially in emerging markets

where s | inefficiencies may make the relationship less clear.

There are many studies that support the Pastor-Stambaugh Model because they show that it
can explain asset values better than other models like CAPM and Fama-French. Pastor and
Stambaugh's own research showed that adding a liquidity factor to asset price models makes
them much better at explaining changes in stock returns that are caused by liquidity

conditions. These results have been supported by more research that shows portfolios built



with the PSM have better risk-adjusted returns than portfolios built only on market risk or

size and value factors.

Even though the Pastor-Stambaugh Model is useful, it has been criticized for the claims it

makes and the situations it can be used in. Some people say that the model is better than

others because it includes a liquidity factor, but they also think that it may oversimplify how




Following is the Build-Up Model:
Ks=Kif +  (Km-Krf) + Ksmb + Kirp + Kerp (Build-Up Model)

~

[ Market risk premium

Size risk premium (SMB)

The expected return of

stock (Cost of equity)

Country risk premium

2.5. Extended Build Up Model 2

By adding more risk premiums to the standard ‘uil ethod the Extended Build-Up

Model makes it easier to figure out w, xpected r@turns will be. This model is

especially good for figuring out how muc i is worth when it faces a lot of

different kinds of risk, like change urre inflation, operating problems, and
)

[ S
4
{ Industry risk premium

environmental, social, and ors. The Extended Build-Up Model aims
to give a more accuratg connected with an investment by combining

these parts. This will help er parties make better decisions.

il up madef framework:



Ks=Kif + B (Km-Krf) + Ksmb + Kirp + Kerp + Keyrp + Kinfrp + Korp+ Kesgrp

Market Risk Premium ]\

Size risk premium (SMB)

| Industrv risk premium (IRP)

The expected
return of stock
(Cost of equity)

s \

Country risk premium (CRP)

\ J

Currency risk premium (CYRP)

\

g \

Inflation risk premium (INFRP)

J/

~

Operational risk premium (ORP)
[

Environmental, Social &
Governance (ESG) risk
premium (ESGRP)

s /

that their ings will decrease over time as prices rise. You can get a rough idea of this

premium by looking at past inflation figures and figuring in what you think will happen to
inflation in the future. For example, if inflation rates are 2% now but are expected to rise to
4% over the investment horizon, investors may want a bigger return to make up for the

expected drop in real returns.



Operational risk comes from things that could go wrong with internal systems or processes
or from outside events that could stop a business from running. Companies with complicated
supply lines or that depend a lot on technology are more likely to be affected by this risk.
Investors are compensated for these unknowns by the operational risk premium, which can

be estimated using benchmarks for the industry and data on past success. For instance, if a

good name and have to pay fines. This premium show:
need to make when they put their money into SG performance
compared to those with good practices. Resear sses with strong ESG
frameworks usually do better than their co . Becausgof this, investors may expect a

lower return from these companies since the

premiums—is that investm

market volatility that paee

industries that are prone to disruptions by letting investors make better choices based on

thorough risk assessments.

To sum up, the Extended Build-Up Model gives us a more complex way to figure out

predicted returns by including different risk premiums that reflect how markets work today



and what investors value most. This all-around method makes the model more useful and

relevant in today's complex investment environment.

2.6. Theoretical Framework

(Javaid, 2023). While the cost of debt is relatively stable and influenced primarily by

changes in interest rates, the cost of equity is far more volatile and responsive to market
conditions and investor sentiment. This makes estimating its value both difficult and

essential.



To evaluate cost of equity, several systems have been devised that, based on a different view
of the world and different methods of working out how much something should cost,
provide a model for forecasting the future value. Among these models, the most used one is
Capital Asset Pricing Model (CAPM). So, the cost of equity calculated by CAPM is the risk-

free rate of interest plus a risk premium that shows how risky the market is overall but takes

acquisitions

capital stgfic

the cost of equity affects how a company distributes dividends and conducts

sto ams. Companies with high cost of equity may choose to retain more

earnings and not pay dividends. Retaining earnings makes future financing easier since the
company will not have to raise new capital at great expense. With others, they may buy back
shares to raise their earnings per share and improve eventual shareholder return so long as
the company believes its common stock is at present underpriced in relation to future

intrinsic value. Conversely, companies with lower cost of equity can generally afford to pay



out higher dividends reflecting their lower cost of capital and greater ease in attracting

equity investment.

Understanding the cost of equity, and thus value a firm may ascribe to the mixture of debt

and equity it uses to finance operations is an important factor for optimization of capital

structure. Companies are always attempting to strike a balance between the costs and

fashion.

Identifying the cost of equity is difficult

hand and market conditions are ofte

Minh Dieu, 2023).

2.% O he Traditional Cost of Equity Models

The cost of equity models is the cornerstone of modern finance, supplying valuable insights
into the way companies think about expected returns. Investors must receive an expected
return on their investment to continue holding its equity investment. The success or failure
of these models depends upon some basic principles of modern finance. First, they are an
indispensable tool for financial analysis. Second, they are the foundation for capital

budgeting. Third, their use in managing portfolios and Hedge Funds brings about remarkable



growth in returns that far exceeds general market returns. Finally, they are central to
decision-making processes of companies where the results will make a big difference in
shareholders' wealth (Olayinka, 2022). Traditional cost models of equity, such as the Capital
Asset Pricing Model (CAPM), Fama-French Three-Factor Model (FFT), Pastor-Stambaugh
Liquidity Model and the Buildup Model employ diverse techniques to gauge the risk-

adjusted required return on invested capital. But each model has its o strengths,

limitations and assumptions which determine how it is used and how eftegti can

be.

2.8. The limitations of CAPM

ore s@phisticated models

Recognizing the limitations of CAPM, researchers devel

0, under various names:

rations and both high and low liquidity. By including these additional
a-French model seeks to provide a more comprehensive explanation of stock
returns than CAPM, which relies solely on the market risk premium. However, while the
Fama-French model improves the explanatory power for asset returns, it has its own set of
limitations, including the challenge of determining appropriate proxies for the size and value

factors and the potential for overfitting with too many variables.



To further expand the landscape of alternative cost models takes up both vectors, and in the
Pastor-Stambaugh Liquidity Model, the cost of liquidity is addressed. Pastor and Robert
Stambaugh 's work in 2003 is focused on the idea that liquidity construed as the ease with

which assets can be purchased or sold without affecting their price is a critical determinant

of expected returns. To compensate investors for the risks of liquidity constraints, illiquidity

ropmiate risk premiums is often guided by practical experience which can

ong users. The buildup model does not rely on market data but instead on

of future risks (Fischer, 2022).

All these traditional models-CAPM, the Fama-French model, the Pastor-Stambaugh model,
and the Buildup Model-are concerned with estimating the cost of equity. They may use

different methodologies, but one thing they have in common is an interest in uncertainty as a



factor affecting returns on assets; this means that all involve a consideration of risk at some
level. According to each of these models, the cost of equity is a premium that investors
require to bear either market-wide factors, as with CAPM and Fama-French, or firm-specific
adjustments. In addition, there are inherent limitations to such models, arising from their

underlying assumptions as well the data set necessary for implementation. All these models

markets and over different time spans. k

significantly across different segmenfgof the

making it a complex variable.

The drawbacks of these traditi modals haye led to alternative techniques which promise

aiid make sense of intricate relationships between variables,

sponding inadequacies in older models (Irrgang, 2021). New

predictive devices in not only calm but turbulent market environments.

Summing up, traditional cost of equity models provides a melting pot of ways to calculate
the returns equitable investors demand, from which generalizations are difficult. CAPM is

by far the major model still in force because of its elegance and wide acceptance; but



extensions like the Fama-French model or the Pastor-Stambaugh model add more
dimensions to asset pricing with size and value, liquidity also figuring prominently as
factors here. The Buildup Model represents a flexible alternative for when there is no market
data direct to hand. These limitations intrinsic in the traditional models, however, have
driven a growing interest in applying new technologies such as Al and machine learning to

get better results in estimating cost of equity.

Capital asset pricing model (CAPM), Fama-French Three-Factor
Stambaugh Liquidity Model are three traditional types due to whic

closely as financial practitioners or rese

accurate and robust to measure equity costs

the riskzfree rate Investors have different investment horizons, fluctuating borrowing costs

and are confronted by the very real possibility of borrowing constraints.

The Fama-French three-factor model is an extension of the CAPM model. It introduces size
(SMB Small Minus Big) and market-to-book ratio (HML High Minus Low) as new factors
in addition to expected market excess returns. However, this model has limitations, too.

Because they lack a universally accepted theoretical foundation, the size and value factors



are connected only empirically yet still do affect returns in practice based on actual
experience. It's an open question why size and book-to-market effects continue to work.
Some people claim that these are simply other dimensions of risk, others speculate that they
represent product mistakes characterized by small-stock exceptional performance in history
and high book value corresponding thereunto, but neither view had been explained in detail

found to

so far. In addition, the model does not consider other variables which have
influence stock returns as well, such as momentum, quality and low velatili this

omission limits its explanatory power when applied to diversified markets (Pham, 2023).

larity and reliability (Jacobs, 2024). It is hard to gauge
idity on expected returns. The Buildup Model suggests an

Is all share one key downside that is they tend to be static. Typical cost of equity
models uses past data to estimate future yields. They presume that the pattern of events in
the past will continue indefinitely going forward. Although this approach works for some
types of risk models. The global financial crisis is a case in point. Historically low interest

rates and technological advances also change the significance of historical data in today's



world because they are not constants. Political and geopolitical events which national or
international economic regimes or natural disasters create also serve as examples: they may

cause risk patterns to shift drastically as well as quickly (Crafts, 2021).

Another limitation to these is how uninspired and empirical these models seem to be in
general. As a prime example, the effectiveness of the CAPM model is highly sensitive to
both the risk-free interest rate and the market risk premium. Similarly, changeg’in the CAPM

model's estimated cost of equity as stock portfolios shift away from hi to

ays so, particularly in

elopments or when there are

important place in the mix, so do other factors that impact on it such as

environ protection, social responsibility in business, and good governance. All these
factors make it even more difficult to measure accurately what people might be willing out
of rates to buy shares today using what looks to them like an old-fashioned model of
calculated risk. Traditional models, which were developed for a more homogeneous world in
terms of market structure, may not make sense anymore considering current developments.

Furthermore, the increasing use of high-frequency trading, the introduction of programmed



trading strategies and artificial intelligence into financial markets, means that the factors of

risk are changing all time, and so traditional models may be too slow or inflexible to cope.

Traditional cost of equity models offers a useful framework for estimating investor
expectations, but they also have several significant drawbacks that can affect their accuracy

and usefulness (Callen, 2020). These limitations involve unrealistic assumptions, reliance on

promising direction to develop methods that are mor
estimating when the cost of equity, giving thereby bgtter gui

an increasingly dynamic environment.

2.9. The Capital Asset Pricing Model (CAP

e most fundamental theories in finance

the relationship between risk and expected

uired rate of return on an asset given its level of systematic risk, and it is
financial practice to price risky securities, can be used to estimate the cost of

equity and makes investment decisions.

CAPMs’ core message is basically saying that an expected return is geared toward the risk-
free rate. Then, attains this equilibrium via a risk premium that compensates the investor for

taking on extra hazard. This compensation measure is the risk already determined by the



asset's beta coefficient, which tells us how much the asset's return is moving vis-a -vis
market movement. This indicates that the additional return required by an investor to hold a
portfolio of risky assets predate market risk premium means the difference between the
expected return on the market portfolio such as one which contains all available assets in
proportion to their market values--and what one can receive for risk-free government bonds.

Typically. The risk-free rate is usually taken to be the return on short-te

securities (bonds) which are free of default risk. The market risk premiu

gests that the asset

that the asset is less

ease under many circumstances i.e., from assessing individual
t how much a company should charge for its entire capital structure
investors comprehend what adding some new asset to their array will do for the risk and
return characteristics of the whole shebang. In addition, CAPM's contribution to our
perceptions of risk and return is deeply rooted in the outlook of both regulation and
academics, so that it is a standard reference in financial literature, investment analysis, and

corporate financial decisions.



Nevertheless, although it is widely used, CAPM has several limitations that are inherent in
its underlying assumptions taking some form, the underlying principles upon which it rests
simply may not hold true for today's global stock markets at all. CAPM's main assumptions
include market efficiency. Everyone has the same knowledge at the same time, and it finds
its way into asset prices without delay or distortion (Bordalo, 2022). In fact, though, markets

are often characterized by information asymmetries. Some investors mig

information than others. Moreover, they might trade based on that informati

scenario. In fact, borrowing costs are o
risk. This assumption also ignores tra'
affect investment decisions and returns:

perfect.

In a similar vein, CAE t igvestors hold the diversified portfolio implied by
ic 41sk), and that they therefore only need consider its
is is a reasonable proposition in principle, in practice

do not hold completely diversified portfolios for personal

there is some empirical evidence showing that the relationship may not always be linear or
that it might only hold up for certain types of markets and times. In times of financial
turmoil or great volatility, asset prices frequently exhibit nonlinear behavior, such as sharp
falls and swift rise, phenomena which CAPM fails to explain. This can lead to instances of

CAPM underestimating or overestimating the required return and may result in less-than-



optimal investment decisions. In addition, the dependence of the model on historical data to
estimate beta and the market risk premium may introduce further biases, especially if past
data is an inadequate guide to future risk dynamics due to fundamental changes in the

marketplace or economy.

Despite these limits, CAPM still serves as a cornerstone model in finance because it gives an
uncomplicated means to assess risk and return, which is greatly needed for maghy tyestment
lio

icipated

and corporate finance decisions. It provides a good yardstick for

models

gone down to zero. Even t

work well in today's woildeg

However, principles such as those underlying CAPM should continue to provide much of
the foundation for modern economic theory. Assumptions Underlying Campion applying the
Capital Asset Pricing Model (CAPM), one of the widely used models in finance to estimate
return of an asset as a function of its risk relative to the overall market. While CAPM is now

a cornerstone in financial thinking and practice, it is based on several key assumptions



which are critically needed for both its theoretical construct and practical uses. The fact that
we understand these premises is important because they spell out conditions under which
CAPM is expected to hold true. These assumptions address management's behavior
characteristics of markets, investors' or the consumers' point of view on the nature and

distribution risk in securities markets--among us what happens to information.

However, the validity of these assumptions is often questioned. And in rec rs alone

vestors is the same and available to everyone but, only if they are

exactly the way that other investors are. Based on this information

for each individual security available in the market. This naturally leads to the idea that all
investors-especially those who agree on their conviction level ratify an identical model for
how assets will perform in future periods and then build portfolios which contain identical
assets according to their individual attitudes towards to risk. However, information is often

asymmetric, some investors have access to better or after more timely information. Different



tools of analysis, models and methodologies bring heterogeneity to expectations of future
developments. Simply put, this assumption about information availability fails to take into
consideration the diversity of investor knowledge, experience, and resources. This can mean

that divergences from convergence predictions are substantial (Patel, 2021).

Another main assumption is that investors can borrow and lend at a risk-free rate without

CAPM implies that holding

risk and so leaves only syste

s or because of the costs of transactions involved--or even with

insufficient funds, regulations reigning in their investment choices and strategies they
choose to adopt. Like most prejudices, the CAPM perspective has limited application in
context (Miller, 2021). When ownership becomes more oriented toward family-owned
businesses or insider concentrated holdings we could reasonably expect investors to face

significant unsystematic risk.



The efficient market hypothesis (EMH) is a fundamental assumption underpinning the
CAPM. If this hypothesis is correct, then a businessman at any time can find stocks whose

current market value gives him high expected income and low risk (Kelikume, 2020).

Expectations have been met if for example there were public knowledge that investors

planned to engage in huge speculative bubbles, they might consider buying shares today on

manipulations, or unexpected macroecono

Financial bubbles, market collapses (with nning in Japan) and periods of
extremely high volatility demonstra t markets may on occasion be quite
ssumption that the market portfolio is
comprised of all risky assets, a stion whether CAPM's empirical predictions

are accurate in practice

ompetitive and perfect, having many buyers and sellers
ve the price of an asset. This is not a universal assumption as
large instituti i hether they be pension funds, hedge funds, or sovereign wealth
arket clout and can use their large buy or sell decisions to effect
pri other assets. When a big investor decides to buy or sell a lot of shares,
it will bging ajprice pressure that distorts the market equilibrium. This effect is particularly
noticeable 1n low liquidity markets, or stocks with only a few trading volumes, and the

behavior predicted by CAPM cannot be found in most cases (Goldstein, 2023).

In addition, CAPM assumes that all the investment decisions made are short-term, meaning
some fixed period in which the incident does occur. This assumption allows risk and return

to be supposed as though they did not change through time. But in fact, investors have



different time horizons-the range runs from minutes for high-frequency trading profit hungry
gamblers right up to decades long life ends of people like pension or endowment fund
brand-marketing managers who receive free rolling pasta. Different horizons embarking on a
journey will greatly influence an investor's risk tolerance, income expectations and how the
portfolio is set up. This creates a fundamental conflict between CAPM’s single period

framework and investment decisions are made in a dynamic way over many pegidds of time.

Finally, it must be kept in mind that the CAPM assumes a liquid market

incurring expensive transaction costs or doing viol ice. Such liquidity

CAPM, particularly at

rationality, homogeneous e i fe and risk-free rate, perfect markets and

one-period horizons for

sidering whether CAPM simplifications fit their practice context or

odels would provide more robust insights into nature of risk and return.

2.10. Empirical Evidence to Support CAPM
Capital Asset Pricing Model (CAPM) has been the central theory in finance since the sixties.
It provides a formula that allows to estimate expected returns on an asset based only on

market-related risk. Owing to its simplicity and intuitive appeal, practitioners and



academicians have taken up CAPM and used it to become a de facto standard for pricing
securities, determining the cost of equity, deciding on investment projects. Just like any
model that tries to explain the desistance’s of real market activities, CAPM 's worth has

come under substantial empirical investigation and analysis (Ayub, 2020). Over the years, an

extensive body of empirical evidence has both supported and refuted the model. It succeeds

tudies was unanimous i.e., the beta has generally been an unambiguous
pected returns at various market frequencies. If anything differentiates the
results of these analyses, it is only differing degrees to which this relation is rewarded in

terms of a premium.

Further, empirical evidence supporting CAPM can be found in applications to such diverse
domains as regulation. For instance, in the United States, CAPM has been applied by public

utility commissions and other regulatory agencies to determine the fair rate of return for



equity-holders in need of a service provided by a utility company. By using CAPM to
calculate the cost of equity, regulators can work out a return that will attract capital
investment while preventing customers from being overcharged for services (Kuosmanen,
2020). Empirical studies have shown that CAPM derived estimates of the cost of equity are

generally in line with the market returns observed for these companies, and so provide a just

investment decisions.

1ons have

(1981) found

But it is well to remember that on the one hand CAPM's a

ocks without any

market risk must be

that variables such as size and value déginfluenc

for by CAPM, and so more ¢ borated

market portfolio. This portfolio formally should comprise every single
asset availablg at present, not only stocks. Because it is impossible to observe the true
market portfolio, researchers are forced to use proxies such as stock market indices; these
may or may not fully capture the risk-return relationship that CAPM postulates. This
problem has cast doubt on whether CAPM is supported by the evidence in most people's
minds at least for data sets that do not represent all tradable assets everywhere. There will

always be occasions in which CAPM simply cannot predict the required rate of return



(Mandala, 2023). In certain fields like valuing securities, finds the cost of equity, and
guiding investment decisions for instance, where everything else is known and it is only this
thing that needs guessing the CAPM remains a valuable tool. Because it is simple,

convenient, and has a clear theoretical basis, CAPM is an attractive model not only to people

working in finance but also city and regional government managers--actors who will be

are usually not valid in real-

are rational, risk averse

covariance for each security. But people have access to different bodies of information, use

different models and techniques for data analysis, and supply information in ways which are

favorable towards them. Ultimately the result is that different investment strategies are



developed by different types of mood earners, thereupon making it difficult for CAPM to

always accurately reflect what happens in financial markets.

CAPM is vulnerable to another critical drawback. It assumes that investment decisions must
not care about the passage of time, i.e., investors look to make their decisions from a single

period or one period ahead in the future. Although this assumption simplifies statistical

It also says investors can

opportunities do not copste

diversify away all non-systematic risk, and that their portfolios reflect only systematic
market risk. Yet few people are perfectly diversified. They may only want their own
company's stock, be subject to regulatory restrictions or have some strategic considerations.

Therefore, some investors diversify unsystematic risks that CAPM does not take account of.

The empirical evidence also showed a series of anomalies and market phenomena that

CAPM could not account for, lending further weight to criticisms of the model. For instance,



the "size effect," as first reported by Banz (1981), shows that small-cap stocks will
outperform large-cap stocks even after adjusting for beta. Other variables besides market
risk must be involved in determining the rate of return on investment. In similar fashion, the

"value effect," identified by Fama and French (1992), presents evidence

to suggest stocks with high book-to-market ratios will earn high returns and those with low

all additional risk factors known to produce unusual distributions of

1s that the CAPM model does not cover these additional fa

distribution put forward by

kinds of distributions

uld be implied if one went along with the assumption of normally

rticular, such non-normal returns are revealed during turbulent periods

experiencesharp declines or spectacular recoveries. By assuming that returns are normally
distributed, CAPM underestimates the frequency and impact of extremes in financial
markets, and so leads to a distorted pricing of risk. This in turn prompts investment

decisions which are not necessarily optimal (Samunderu, 2021).



The model also assumes that all assets can be divided into arbitrarily small parcels and are
always liquid, so investors can buy or sell as much of the asset they want. This is frequently
untrue: many assets (examples: real estate, small business stocks) cannot be divided
infinitely or otherwise except by lucky coincidence of circumstances. Furthermore, liquidity

varies among different security types and situations in thinly traded securities such as stocks,

ple33% of market risk, 33% intrinsic value risk, 34% service loss: in

with other models. Take account of the subtle distinctions in market behavior as financial
markets evelve, so more and more sophisticated models will need to move into the space

vacated by these shortcomings.



2.11. Fama-French Three-Factor Model

Later empirical work showed that although CAPM provided some insight into stock returns,
it fell far short of explaining all the complexities and surprises found in real life asset
markets small companies consistently achieved higher returns than predicted by their beta.
This has been known as the size effect. And stocks with high book- to-market values
outperformed their counterparts whose ratios last April turned out to be low is called

the value effect.

with factors influencing stock returns beyond just the

eventually yielded today's Three-Factor Model which

financial theory and practice.

Fama and French began their development o or Mddel during the 1980s with

broad market research into stock return twenty-five years. They found that

ain several phenomena that were

stocks which were undervalued in terms of their fundamentals often outperformed over time,
something that both Graham and Dodd concluded in earlier research first made clear by

Basu (1977).

In their seminal paper, "The Cross-Section of Expected Stock Returns" (1992), Fama and
French suggested these two factors--sizes and value--ought to be added with market risk to

produce a more complete model that could explain the expected returns in this section. The



Fama-French Three Factor Model updates CAPM by (2005) incorporating two further
factors into the original model. SMB (Small Minus Big) and HML (High Minus Low) are
up-dated factors. SMB represents the size factor. This is calculated as the difference in the
returns of small-cap and large-cap stocks. HML represents the value factor. This is
calculated as the difference in returns between high book-to-market ratio stocks (value

stocks) and low book-to-market ratio stocks.

Factor Model was quickly incorporated into acc

life-like view of stock returns. This influence wa

icking skills. This finding produced investment strategies known as
which the composition of portfolios is intentionally skewed towards
certain factorsj)(such as small-cap and value stocks) to earn associated risk premium on these
assets. It turned a surprise. Instead of everyone being dumfounded the opinion itself

becomes a hit.

Indeed, the Fama-French Three-Factor Model was an advancement in asset pricing however
this did not mean it came without #s-criticisms or limitations. Some naysayers claimed that

the size and value effects were not really risk factors- instead they may have just been clever



tricks of the market or produced through data mining. Others remarked that while the model
was much more comprehensive than CAPM, it nevertheless failed to capture all relevant
dimensions of risk (Sehrawat, 2020). Commend examples include momentum (where stocks
which have performed well in recent time continue to do so) and liquidity (how easily an
asset can be bought or sold without moving its price). Responding to these critiques, Fama
and French continued refining their model; their efforts led to a Five-Factor 1 in 2015

which added profitability and investment factors into the mix to account rces

of variation returns.

long-term investments or simply trade short-term omes. Thi i the empirical and

inclusion of fresh risk dimensions has smoothed our way rds a more nuanced

based strategies such as smart beta fi i or ETFs which seek to exploit the
size and value premia found greater effect. In short, the creation of
d a turning point in finance. It overcame

rs with a more comprehensive framework for

and this makes it immediately more useful to them (Nukala,

he three-factor model has had a transforming effect on both

remains sential tool for understanding risk and return. Not only does it guide us in

theoretical enquiry, but it also influences practical decisions in finance.



2.12. The Fama-French Model in Applications in Corporate Finance
The Fama-French three-factor model provide stronger framework for estimating the cost of
equity and better understanding stock returns. Businesses have been significantly influenced

by these models. The Fama-French three-factor model, initially developed in the 1990s by

Eugene Fama and Ken French, adds on to the critical original Capital Asset Pricing Model

evaluation of its cost of equity and so, in consequence, making more knowledgeable

investment decisions.

However, when it comes to capital budgeting (a process in which companies assess possible

investments or projects) businesses rely much on their forecasted rate of growth for



discounting future cash flows. Since the cost of equity is an important component of this rate,
a more accurate estimation of the cost of equity using the Fama-French model allows
companies to properly assess risk and make better capital allocation decisions (Tahir, 2023).

For example, if a company is considering investment in a new project and its stock displays

characteristics related to high risk (e.g., small size or book-to-market ratios are high), then

apportion performance to the real sources of risk and return.

its additional size and value factors, is more sensitive to

French can determine whether the observed excess returns are some indications of
genuine expertise (alpha) or simply exposure to size and value risk premiums. This
improvement in performance attribution gives investors and corporate finance professionals
more information with which to make decisions on the management of portfolios,

compensation and resource allocations which ultimately strengthens the relationship of



interests between shareholders and managers. The alternative has obvious implications for

the Fama-French model.

The Fama-French model also has a significant impact on the financial decisions of
corporations in respect to mergers and acquisitions (M&A). The acquirer must ascertain the
target’s cost of equity to arrive at a value for that firm, and decide which price is appropriate
for buying it. The Fama-French model considers all aspects of the target's gpecific risk as

well, such as its size and book-to-market ratio, yielding a more accurate a ost

o bring about changes in their cost of equity. For example, a company

recognized asja value stock due to its high book-to-market ratio might try to increase its
growth prospects or improve operational efficiency. Doing so could alter market perception
of the business and might consequently lower cost equity. If a publicly traded company
knows that the size premium for its stock is making a considerable contribution to the cost
of its equity, some strategies it could consider might include trying to raise its capitalization,

perhaps by expanding operations or going into new markets through acquisitions or



partnerships with smaller firms. In a similar way, if a firm already realizes that its size
premium is a significant factor in the cost of its equity, the most strategic course may be to
increase market capitalization. To do so it would have to expand its operations, enter new

markets, and perhaps engage in some strategic business combinations.

Also, the Fama-French model can be used to guide dividend policy decisions. Dividend

e f risk management in corporate

acc of these dimensions in its general

ar areholders better and focus resources more effectively on one or
an (Gamache, 2020).
In conclusi he application of the Fama-French Three-Factor Model has brought a deeper

and more comprehensive method to understanding risk management in corporate finance.
When stock return, this model about equity cost delivers results that most approximate
reality. Therefore, it provides a better tool for firms in their capital budgeting and investment
decisions as wells evaluating performance efficiently whilst optimizing corporate policies.

Although the model has its limitations, its impact on corporate finance has been magnificent.



In a complex and ever-changing financial environment, it has helped shape the way many
businesses think about risk and return. The Fama-French model has therefore become an
indispensable implement for corporate managers, analysts and investors who are trying to
negotiate the intricate maze of financial markets and achieve their strategic financial

objectives.

Studies based on empirics have played an important part in the form validati

and large companies; and HML (High Mi ure of what is different about

high book to market value stocks ver: markets value ones. Ever since its birth,

the model has been intensively tested irical analysis in marketplaces, during

periods and with different typeShef ass ove that it does indeed succeed in capturing

the determinants behing

ra ork of Pastor Stambaugh Factor

as nd Robert F. Stambaugh came up with the Pastor-Stambaugh

ws how liquidity affects stock profits. It figures out how sensitive a

how liquid each individual stock is. Instead, the Pastor-Stambaugh factor measures
systematic liquidity risk, which is the risk that comes with changes in the liquidity
conditions of the whole market (Pastor, 2021).



It was discovered that the Pastor-Stambaugh factor has a strong connection to stock returns,
even when other well-known factors like value, size, and movement are taken into account.
This means that liquidity risk is a big part of figuring out projected returns, and investors

should think about it when they put together their portfolios (Pastor, 2021).

The Pastor-Stambaugh factor is linked to other factors, but it is not the same thing as those
factors. As an example, the Pastor-Stambaugh factor may be more heavily 1 n value

stocks, which are less likely to be sold quickly. But the factor also takes i isk

The Pastor-Stambaugh factor is linked to many other factors way that can
change over time. Some studies have shown that the fact nger\effect on profits
when the market is stressed and there is less liquidity. The, Pas ugh factor and

other factors, like momentum and instability, ha n looked¥at in other studies (Ormos,

2020).

effect on stock profits. Based on their factor loadings, they found that stocks
jquidity risk tend to have higher expected returns. This finding shows that
investors are willing to pay more to take on liquidity risk, which is now generally thought to

be true in both the academic and business worlds (Tauseef, 2021).

Since then, a lot of study has been done to test the Pastor-Stambaugh model, which adds to

the evidence that it is valid and strong. A lot of research has shown that liquidity risk and



projected returns are related in a good way across many markets and time periods (Tauseef,

2021).

Cross-sectional studies have shown that the Pastor-Stambaugh factor can explain a lot of the
diversity in stock returns, even when traditional factors like value, size, and momentum are

taken into account (Tauseef, 2021).

Time-series proof: Studies that look at time trends have shown that the Pastor-Stambaugh

stable the Pastor-Stambaugh model is (Pastg

Researchers have looked at how the mode

data frequencies, and estimation meth e use e results have mostly stayed the same

despite these changes.

Other ways to measure

trade volume, bi

2.15. Build-up Model

The build-up model is a way to make financial predictions by guessing how much each

product or service will make and how much it will cost. This method gives a clear picture of



income and expenses, which makes it easier to spot possible problems or chances. It is

accurate and adaptable to a wide range of business methods and fields (Higham, 2016).

To use the model, break your business down into its smallest units that bring in money. Then,
make an estimate for each unit separately and add them all up to get a total forecast. Unit
sales, prices, variable costs, and set costs are some of the things that are take
To find a small bakery's total revenue, divide the total revenue by the nunalier
guess the variable and fixed costs, and take the total costs away the

(Rajan, 2015).

Being data-driven, using historical data and market resear: rly outhiming assumptions,

doing sensitivity analysis, and constantly updati forecast'g, reflect changing business

performance and market conditions are some of the i ant things to keep in mind. This

simple build-up model's main benefit is that it can make complicated relationships and

processes easier to understand. This makes it easier to find patterns, predict results, and
make decisions. In economic models, for example, a simple build-up method could be used

to predict market trends by adding up the actions of different consumers (Hirtle, 2016).



A number of important ideas have shaped the creation and use of simple build-up models.
Systems theory says that people, groups, and things are all part of linked systems that affect
how they act and what happens to them. This point of view is very important for
comprehending how various parts of a build-up model connect and affect one another. Albert
Bandura came up with the idea of social learning, which says that people can learn and

change how they behave by watching how others behave in a system. Additio , rational

choice theory helps us understand how people make decisions by saying that igh the

build-up framework to guess how groups will act.

In order to understand the literature on simple build-up
describe key terms. A model is a simplified version ¢fQgealit us understand

complicated systems and guess what will happen.

2.15.2. Histo De

-up models shows how they have changed over time in response

areas, such as economics, engineering, and the social sciences.

Imp s forward in study and contributions from well-known scholars have shaped

these m d made it possible for them to be used today.

The idea of build-up models comes from the first ways of analyzing things that tried to
break down complicated systems into their more basic parts. At first, these models were
mostly mathematical and focused on how factors were related in a straight line. Researchers
have been able to make more complex models that can handle non-linear relationships and

changing interactions as computer power and data access have grown over time. This change



was especially clear in the 20th century, when statistical methods were introduced into the
social sciences. This led to the creation of models that not only showed how systems worked
but also predicted how they would behave (Willkinson, 2022). The change from purely
theoretical frameworks to empirical confirmation was a big change in how people in

different fields understood and used simple build-up models.

The path of study on simple build-up models has been marked by a numb

cisions in modeled settings. His work changes how simple build-up
ecially when it comes to beliefs about rationality (Heukelom, 2016).
theory, have also given us important information about how to model strategic exchanges in
simple build-up frameworks (Aspray, 1990). Not only have these authors, along with others,
made theoretical progress, but they have also shown how simple build-up models can be

used in real life, which continues to affect study on these models in many fields today.



2.15.3. Themes and Concepts

The ideas and themes behind simple build-up models are very important for understanding
how they work and how they can be used in many different areas. This part goes into detail
about the main parts of these models, how they are used in different areas, and how they

compare to other modeling methods.

Simple build-up models are made up of a few main parts that make the

model could take into account the preferences
total demand for the market. By breaking down into smaller, easier-to-

nderstand and draw useful

many fields, especially in business and
engineering. In economics, t Ip figure out how markets work, predict
affect things. For instance, the build-up method
can be used to g iddirfg up people's different spending habits. This gives us
information events like inflation or unemployment. In engineering,

simple b eople make choices about how to handle projects and divide

build-up models can be used to solve complex problems (Simon, 1977).

There are several differences between simple build-up models and other modeling methods.
Dynamic systems models and agent-based models are examples of more complex models

that may include a lot of factors and complicated relationships. Simple build-up models, on



the other hand, focus on being clear and easy to understand. Most of the time, they make
fewer assumptions and focus on the links that are most important to the results. For example,
a dynamic model might show how different people in an economy interact with each other
in real time, while a simple build-up model might take all of these interactions and combine

them into a simpler picture that shows the main trends without too much information. This

used to build the model must be carefully thought through. Overall, si
are useful and easy to use, but they should only be used in c ction wit

modeling methods when they are needed.

2.15.4. Debates and Controversies

Simple build-up models are the subject of he nd arguments, especially when it

comes to their flaws, other modeling

ches, the study gaps that still exist. These
talks are very important for kdowing ho e models work and how they can be used

in different situations.

Easy build-up mo icized for being too easy and having built-in flaws. Many

that agents will act ra y and have perfect knowledge, but this doesn't happen very often

in(real Yife{Bhis cah make predictions that aren't accurate and cause factors like market
fric ternalities that have a big effect on results to be undervalued. Critics also point
out the of relying too much on these models to make policy decisions, since they
might not take into account how dynamic and uncertain economic systems are. People often
worry about the law of unintended consequences, which says that making decisions based
on simple models can have results that were not meant, which could make problems worse
instead of better. In the end, simple build-up models can give us useful information, but their

flaws show us that we need to be careful when using them (Eppli, 1993).



Because simple build-up models have their flaws, experts have come up with a number of
different points of view and modeling methods. Dynamic systems models and agent-based
models are two popular alternatives that show complex relationships within systems in a
more nuanced way. Dynamic systems models look at how factors change over time. They
take into account feedback loops and time delays that aren't always taken into account in

simpler frameworks. Agent-based models simulate the actions and interacti of single

need more complex data and computing power, they give u

work, which can help us make more accurate predic

2.16. Gaps in the current research

simple build-up models. O

check how accurate and

real-world Situations.



2.17. Role of Natural Language Processing

Natural Language Processing (NLP), another critical AI technology, has dramatically
enhanced financial modeling by enabling the analysis of unstructured textual data, such as
news articles, social media posts, earnings call transcripts, and regulatory filings (Rane,
2024). Traditional financial models largely relied on structured numerical data, which

limited their ability to capture qualitative factors that can significantly i

behavior, such as investor sentiment, geopolitical developments, or co

make a significant difference in profita
monitoring by automatically scannin anal
financial reports, and communications

risk management and complia

2.18. Traditiena

dat mptions to estimate expected returns and risk, which may not fully
captureNnthe dynamic nature of financial markets. Al-driven models, however, can
incorporate’ a wide range of data inputs, including historical prices, macroeconomic
indicators, market sentiment, and alternative data sources, such as satellite imagery, weather
patterns, and consumer behavior. These models use advanced algorithms, such as deep

reinforcement learning, to continuously learn from new data and adapt to changing market

conditions, improving their predictive accuracy over time. For example, Al models can



predict default risks for loans by analyzing not only financial statements and credit histories
but also social media activity, transactional data, and even psychological profiles. This
multi-dimensional approach allows for a more comprehensive assessment of risk, enabling

lenders to make more informed decisions, reduce defaults, and enhance portfolio quality.

Al integration in financial modeling has also led to significant advancements in risk

management (Yalamati, 2022). Financial institutions and portfolio manage various

risks, including market risk, credit risk, operational risk, and liquidity

y<é€nabling algorithms to learn from data and adapt themselves to the

arkets, it can see its performance peak with time (Saputri, 2020).

Trading, strategies developed using machine learning models such as reinforcement learning
achieve profit maximization and risk minimization which is often far superior to what one
can gain from traditional methods. For instance, Al algorithms can use vast amounts of
historical and real-time data to analyze price movements, order book dynamics, news
sentiment and macroeconomic indicators trading opportunities on which they would be able

make profitable trades at the very best time. In high-frequency trading the strategy has been



especially successful, speed and precision being essential for capturing small price
discrepancies from one market to another across markets (Hossain, 2022). In response to
changes in the market such as increased volatility or moving public opinion, Al-driven

trading models are flexible and have longer-lasting characteristics.

So, Al integration has even improved the automation of financial processes (Zhan, 2024). As

in customer service, providi answers for customers. They also help

with transactions whi a human operative to execute. Such

chatbots/virtual assista

d individual portfolios and recourse their assets automatically in
r’s risk preferences and available capital goals, general conditions
evident,in thejfinancial markets anywhere. These robot-advisors use Al techniques such as
machine I¢arning and NLP to continuously learn from data, optimize asset allocation, and
improve portfolio performance, making sophisticated investment management more
accessible to a wider audience. In a similar way, Al has facilitated the rise of factor-based
and smart beta strategies, where portfolios are constructed based on specific factors such as

value, momentum, or quality which have been identified through machine learning



algorithms processing large data sets an in-depth analysis that find the best combinations for

any desired risk-return profile.

In conclusion, the addition of Al into financial modeling represents a revolutionary change

as pertains to how the world of financial markets is understood, analyzed and traversed.

Besides a static and mechanistic methodology, Al technologies such as ML (Machine

The secret lies in their ability to identify such relationships based on the inherent structure of
data, rather than using preconceived models about what data should look like. This enables
them to pick up extremely complicated patterns that would be impossible for other methods
like conventional statistical ones alone and is especially valuable when examining complex

data sets where many variables interact with one another over time such as those found in



financial markets or biological systems. It is the fact that machine learning can "learn" from
data that makes it perfectly suited for use in financial areas of study, where market behavior
is affected by a range of different factors, including investor sentiment and company
fundamentals (Dixon, 2020). These factors are often difficult if not impossible to model with

conventional techniques. Thus, machine learning's technologies have increasingly been

efficiently than before, with results more guaranteed than ever.

In finance, algorithmic trading is a prominent application_g

historical patterns to predict stock prices and trading
achine learning technologies are capable of handling vast

ctured data, covering such things as price movements, order

between ent markets (Zulkifley, 2023). Where one is in a position of being able to
quickly machine-process large amounts of data and then act thereon, such as with machine
learning algorithms, it has certainly outperformed both human traders and traditional rule-

based systems.



Machine learning algorithms have made significant advances in the management of financial
portfolios. Asset managers can now make use of this technology to build and coordinate
portfolios more effectively. Traditional portfolio management is heavily dependent on
models such as the Capital Asset Pricing Model (CAPM) and the Fama-French Three-Factor

Model. These models use historical data to estimate expected returns and risk based on

decision trees and clustering algorithms offer a n

are designed to simulate the way the human biai

=)

Mac earfiing has transformed financial decision-making in the fields of credit analysis
and risk sler (Berhanu, 2020). Unlike traditional credit models which employ logistic
regression calculation methods, persons insistent on obtaining a mortgage nowadays should
be made aware that any person who earns less than 20,000 in annual salary without any
other resources is basically unqualified for such loans. This is certainly more significant than
any data up until now used in credit decisions. Traditional models typically phase out when

they encounter data that is different from the usual. They may fail to make correct



predictions even though they are looking at business loan applications, while random forests
grow crowded with an overabundance of new information and end up undermining the
model. But these models often show that they are weak when dealing with real-world
problems (Siegel, 2021). Just as machine learning has proved a useful tool for various
industries in general, it can also provide the financial services industry with improved new

methods of appraising risk.

Today's computers are more accurate than human beings at calculati of

numbers, but that still doesn't mean they can replace the qualitativ, i ved/in

traditional business. There are all kinds of things which affect market iofy investor
attitudes, political events, or even whether a company recen gs report

and what kind it was (good news versus bad) off coufsg take this into

techniques like named entity recognition, topic ent analysis can distill
vast amounts of wording into a few key m mpaet news and events have had on

asset prices and volatility, or public sentime

ed financial modeling at its core by

to understanding or predicting market

ifito finance may be expected to deepen, continuing to expand the

boundatjes of Innovation and growth in financial markets for many years.

2.20. Introduction to Long Short-Term Memory (LSTM) Networks
Long Short-Term Memory (LSTM) networks are a specialized and very powerful type of

artificial neural network that is specifically well-suited for tackling sequential data -



something quite common in fields where understanding time relationships are important
(Louis, 2024). Presented in the 1990s by Sepp Hochreiter and Jiirgen Schmid Huber, LSTMs
came to solve the problems of traditional recurrent neural networks which suffer from
‘vanishing gradients’ and ‘exploding gradients. Essentially, this default design of the data

network is framed around a simple yet remarkably efficient structure that allows it to

ous inputs for an extended period. The three gates play a

er to keep or discard the information that the network retains.

sequences, where new input information comes but not all all-past information is still
relevant. It decides which information from the prior cell state to drop off and how much of
it should be forgotten immediately. The output gate decides on what will be the next hidden
state and output from this step sent to following LSTM unit. By judiciously choosing which

part of the memory cell to output as well as selectively focusing one's attention simply on



those parts-serving to merge input into near future predictions for example it allows the
network double benefit of being more attentive in all places at once and thus more universal

than before.

The LSTM network is made up of these gates, which work in tandem to allow it to

understand what information is important for making future predictions and which tidbits

can be discarded--a system that allows it to manage effectively data transmissfon Oyer many

applications of LSTM networks in finance today is for time series

ing to predict future values of a variable based on its historical values.

means that they cannot capture the non-linear or dynamic relationships often found in
financial time series; LSTMSs, on the other hand, can do so. In contrast, LSTMs can capture
these complex features as they can learn non-linearities and automatically discover the

intricate dependencies between input and output sequences which make them particularly



well-suited to time series of financial data that have patterns, such as trends, seasonality, and
volatility clustering. Take the example of stock price predictions using LSTMs, one can train
on the past prices, transaction volumes and other ruling variables; this makes future
predictions possible if patterns have to be recognized first, then (traditional methods cannot.
In this sense, their predictive ability has profound implications for algorithm trading (Théate,

2021). If traders can make accurate forecasts of short-term consequences, th n exploit

arbitrage opportunities and optimize their trade execution strategies as a result!

al default data, macroeconomic indicators and customer-
related info ¢ likelihood of default more accurately than traditional

regressi banks and financial institutions to manage credit more

reasingly used in the natural language processing (NLP) domain of
, 2022). Take the sentiment and context of textual data as examples that
decisions are impossible without them There is a wealth of such types in financial news
articles, earnings call transcripts, social media posts and analyst reports for example. They
all carry precious information about market sentiment, corporate productivity or economic

forecasts. LSTMs are particularly suited to NLP tasks because they can consider the

sequential nature of text data and understand both context and relationships between words.



In fact, this ability is particularly useful for tasks like sentiment analysis, where the aim is to
determine which three (positive, negative, or neutral) a piece of text falls under. By
examining massive amounts of textual data, LSTMs can help financial analysts gauge
market sentiment, forecast how the market will respond to news events and make more

informed trading and investment decisions. In addition to time series forecasting, risk

‘ §
movements and find optimal entry or exit points for trades.

money with minimum risk. Moreover, LSTMs ¢
they are capable of learning from new data_as w

makes them particularly effective in volat %@« ; re traditional models may fall short.

There are also opportunities for the LS
oday use LSTMS to analyze the credit

and other activities, including an outlook on

peduce second party risk or counterparty failure (Li, 2023).

better informed decisions on lending money. Similarly in

part of financial institutions. In addition, they have excellent estimates of volatility realized
in financial markets. As a result, their range of applications extends from empirical market
models to the pricing of options. Taken together, the arrival in finance of LSTS networks has
opened new ground for modeling complex, long-term dependencies as well as benefiting

gambling prediction by extending credit ratings over a wide range of applications. The



capacity to learn from sequential data, remember dependencies over any length of time and
incorporate new information afterward (the Fourier transform) make LSTMs especially
suitable for financial tasks needing a deeply rooted understanding of how the past will affect
future outcomes. As financial markets become more data driven and more interconnected,

the use of LSTM networks is expected to grow (Huffman, 2021). This will allow financial

institutions to apply advanced machine learning techniques in decision m process,

important addition for financial analysts, quantitative researchers, and ienfi ving

new perspectives and tremendous new opportunities in the fin field.

2.21. Applications of LSTM in Time Seri
Long Short-Term Memory (LSTM) network

one ‘of the mainstays in time
series analysis and transformed how we g ize jpatterns, detect anomalies in a

sequence of data. A special kind of

To overcome this, LSTMs offer a more flexible and powerful approach; they can
automatically capture these complex relationships through data mining without making up
any preconceived rules or assumptions. They are therefore invaluable for various
applications within time series analysis across different fields ranging from finance,

economics and climate science to health care and engineering alike.



Applying LSTM networks to time series analysis is perhaps most striking in financial
forecasting. Forecasting models that use this type of deep learning network have been
employed in forecasting short-term commodity prices for a variety of products. The key
features of financial markets are that they are dynamic, changeable and thrive by depending

on countless factors. These include wide-ranging macroeconomic indicators; political events

long sequences of input data. This ability make

longer-term predictions of potential future pri

Volatility is key measure of risk in financial markets, reflecting the degree of variation in the
price of a financial instrument over time. Nowadays, accurate forecasting for volatility is
necessary to support doctrines associated with risk management including things like
portfolio optimization, options pricing, and Value at Risk (Var) statistics. Traditional models

such as GARCH are used for volatility forecasting, but they presuppose that volatility is a



linear function of past values. This is often that isn't the case, especially when the market is
undergoing a change of regime suddenly or particularly rings with turmoil period. LSTMs
can do better They take a more sophisticated approach by learning both the complex, non-
linear dependencies in volatility patterns to picker forecast. For example, LSTMs can pick

up on the phenomenon when 'volatility clustering' occurs--- periods of high volatility are

Besides predicting financial and economic trends, LSTM networks have been shown to

excel at detecting time-series anomalies, a task that is vital in all sorts of areas such as
finance, cybersecurity, healthcare and so on. All such instances, called anomalies, are
disruptions in the normal flow recorded by time-series data, and could mean anything from

false alarms, network break-ins, machine damages or even emergencies (Gupta, 2021).



Statistical testing of hypotheses or simple threshold-based methods cannot always detect
subtle or context-dependent anomalies among time-series data especially in environments
that are extremely dynamic complex or both. Here’s a different approach: SNP networks
learn directly from the data what's normal behavior in the past, what might be an anomaly
now. Ultimately, they can become specialize general pattern detectors that are capable of

untangling nearly any kind of mess any scientist might throw their way. I realm of

finance itself, for example, LSTM technology can inspect transaction

allows for diagnosis before it happens (predictive rhai e), and costs can be kept down

by reducing downtime.

appraising how well an investment has performed. Drawing on historical data, these models

are mainly based in the linear assumption.

Integrating Al into the traditional cost of equity model allows us to solve both these
problems by replacing their linear representations with nonlinear statistical techniques and

inputs from an even broader range of data. However, these traditional models such as CAPM,



Fama-French Three-Factor model all consider that returns are linear with risk. Yet empirical
evidence suggests the relationship between equity returns and operating risk factors varies
widely both across different types of market conditions, and seasonally. For example, in
machine learning algorithms like random forests, support vector machines (SVMs), and

neural networks do a much better job of modeling complex, non-linear data than do any

correlations which go unnoticed in the case of t

(Cressie, 2023)

g ne
impossible to bring in. A Traditional e i

or and investor views. Al enables financial analysts to

umes of unstructured data, deriving meaningful information

alternative data sources, Al-enhanced models can offer a more comprehensive and up-to-
date assessment of the factors behind equity returns. This increases the accuracy of cost of

equity estimates and makes decision-making processes better.



Empirical research shows that Al-based financial models have seen sensational growth in
the past ten years (Tulcanaza, 2023). This reflects the growing integration of Al technologies
in the financial sector, and their transformative potential to enhance financial modeling,
forecasting risk management and decision-making processes. They use machine learning

(ML), deep learning, reinforcement learning and natural language processing (NLP) to

ble 1
modeling framework. Consequently, they will give much
understanding of complex financial phenomena
Al-based models consistently outperform tr
the evidence gathered fittingly demonstr:

awareness, smarter investment strat

In assets pricing ediCtion, Al models appear to be working now (Ferreira,
2021). It oft y on the conventional models, such as the Capital Asset

Pricing Wlo ama-French Three-Factor Model. They are based on stock

negative firm-specific shock events. However, empirical studies have shown that Al-based

models, particularly those using machine learning techniques such as support vector
machines (SVMs), random forests, or neural networks can capture the non-linear
relationships more effectively than traditional models. As a result, they produce more

accurate stock return forecasts. For instance, research led by Gu, Kelly, and Xiu (2020)



showed that machine learning algorithms outperformed traditional asset pricing models to
forecast stock returns. They used a wider range of predictive signals, such as company
characteristics, macroeconomic variables, and market microstructure data. Their research
found that incorporating Al methods such as deep neural networks and gradient-boosted
trees has significantly improved the accuracy of return predictions, highlighting a new

potential for Al-based models.

eert variables. Similarly, a study by Buttaro et al. (2016)

using transaction-level data and machine learning

alysis of credit risk, which then led to more sober lending

In addition to the trading system nice have created a memorial Al-based financial models
and have been used to optimize asset allocation and improving investment strategies (Yan,
2023). Traditional portfolio management, like mean-variance optimization, requires

historical data and often assumes that returns are normally distributed. However, that model



may not offer a complete picture of the complexity inherent in financial markets. Al-based
models-notch models based on techniques such as reinforcement learning instead-is a more
adaptive approach to portfolio management. They learn continuously from new data,
adjusting their asset allocations as market conditions change. We offer no empirical research,

but studies (non-case) indicate that Al-based approaches can beat traditional methods in

identifying profitable trading opportunities. Bo
about the value of Al-based models in portfoli
adapt to market changes yet in such a

superior.

to traditional toolsets for detecting fraud, such as

rule- and thresholds-based. These methods do not adapt

renewed to form coherent patterns. Studies suggest that Al-based models can help to
significantly improve fraud detection rates and dramatically reduce the number of false
positives produced. For example, a study by Singh and Best (2019) found that machine
learning algorithms like random forests and gradient boosting machines outperformed

traditional methods in detecting financial fraud by using transaction data to identify unusual



behaviors. Similarly, a study by Cardillo et al., 2011) showed that deep learning models,
particularly autoencoders, were able to identify anomalies in large-scale credit card
transaction data and thus flag early warning signals for fraud which resulted in reduced
financial losses. These results validate the potential of Al-based models to enhance fraud
detection and prevention capabilities, protecting financial institutions and their clients from

the deleterious impacts of fraud (Ahmad, 2024).

alyzing large volumes of text data from various sources (news
i@ posts as well as stock analysis reports). Empirical evidence has shown
that Alzbased)isentiment analysis models can provide more accurate and timely market
sentiment assessments to assist traders and investors in making it easier to make better
decisions. For example, a study by Bollen, Mao and Zeng (2011) demonstrated that using
NLP techniques on Twitter data for sentiment analysis enabled the prediction of stock

market movement--in other words, provided an early warning signal of market change.

Another study by Nasiru’s et al. (2014) found that machine learning-based models of



sentiments could effectively forecast exchange rate movement by analyzing news sentiment,
which offers fruitful food for thought to forex traders and investors. These studies illustrate
the potential of Al-based models to improve market sentiment analysis, providing more

accurate, timely, and actionable insights for decision-making.

Summing up, research on Al-based financial models demonstrates how they outperform

patterns

s for accurate

f an asset today is the sum of its discounted value tomorrow, next year

or beforg part way through next year according to this stream of dividends model.

Predictive modeling techniques, especially those powered by artificial intelligence (Al) and
machine learning (ML), offer a more sophisticated model. They use vast amounts of
structured and unstructured data, identifying latent regularities in the information pattern and
compensating for non-linearity or dynamic interactions between factors (Dierckx, 2022).

These techniques, ranging from simple regression analysis through decision trees and neural



networks to support vector machines (SVMs) or ensemble methods have proved consistently
successful at enhancing the accuracy and reliability of asset valuation. This conduit between
the situation with exact empirical precision as as-yet fleeting macroeconomic factors like job
prospects. So rather than nervously wondering whether some brick wall might pop out of
nowhere to block your course each time you go forth from work tomorrow morning, now
you are in possession of an opportunity to dedicate real-time attention to its s advance

being blocked or helped by other factors.

polynomial regressions, logistic regr

demand towards better mod

these volafility patterns (which are so common in trade-related subjects), and are widely
used for risk management, option pricing and portfolio optimization. However, GARCH
models have limitations in that they are linear and require the user to specify a particular
functional form beforehand, both of which may have trouble capturing volatility's complex

nonlinear dynamics in realistic data sets. LSTM networks, on the other hand, provide a more



flexible and powerful method of modeling volatility (Garcia-Medina, 2024). Such models do
not depend upon strict assumptions about form but rather learn the underlying structure from
data directly themselves, which allows greater potential accuracy because it is possible to fit

non-linear patterns bigger than the given volatility model. For example, when the market

becomes unpredictable, under economic stress or in the middle of a crisis LSTMs can

provid
contrast, exponential smoothing metho ?

over extended periods, are better at capturing both
data (Feng, 2020). This makes them more suitable than

ed to understand the impact of events in one one's past (e.g. a

exponential smoothing methods would be inadequate in such cases where temporal
dependencies are complex and non-linear, showcasing the benefits of LSTMs to capture

intricate patterns over extended horizons.



LSTM networks have the edge over traditional models in that they can handle non-linearities,
between adapting to changing patterns and learning directly from vast datasets. Over lengthy
time sequences, thus, unilinear relationships between the input and output of least-squares
transfer, let alone any other model type, could well defeat us all for thousands of years to

come. LSTMs use a network of memory cells and gating mechanisms to selectively retain or

have missed entirely. What's more, LSTMs ¢

structured numerical data as well as unstru

that differentiates LSTMs fi

tasks where fixed assu

STM presents significant advantages over traditional

shortcomings. Training an LSTM network requires large

these for real signals. Regularization, dropout and cross-validation techniques are often used
to check for these kinds of problems in LSTM networks and improve generalization
performance. By contrast, traditional models like ARIMA or GARCH that require simpler
administration, and far fewer computations might be more appropriate when data is scarce

and computing resources are limited (Serensen, 2023). More importantly, those models are



often easier to interpret and explain. They are based on the known laws of probability,
giving clear results such as coefficients and confidence intervals. In contrast, LSTMs and
other neural network models are often criticized as "black boxes". These complex multi-
layered architectures make it difficult to understand how individual predictions have been

made. In environments where transparency and understandability are crucial - for instance in

2.23. How Machine Learning Helps to Reduce Costs

Its advanced data analysis and predictive capabilities support machine learning in all these
ways. It can make businesses more effective, boost employee productivity and reduce
overhead utilization rates so that resources can be more efficiently allocated than ever before

(Hernita, 2021). Given that machine learning revives basic algorithms that operate on



historical data, can identify patterns in it, and without any human intervention make
decisions or predictions as a result. Outstripping traditional methods that depend on fixed
knowledge bases and unyielding models, ML algorithms can evolve into something different
over time. They also respond to new information or conditions with dynamic capability over

years. This flexibility permits businesses to apply machine learning solutions in a great

many settings, ranging from routine task automation through logistics strea

optimization program customization for any environment serving multiple

control. Traditi

manufacturers only carry out maintenance when needed-rather than on an arbitrary planned
schedule. Less unplanned downtime, lower maintenance costs, longer machine life and
reduced downtime loss are just some of the benefits that this approach provides (Pharaon,
2022). McKinsey & Company research found, for example, that predictive maintenance

could cut maintenance costs by 20% and unplanned outages by up to 50%. This underlines



how much money ML-powered maintenance strategies stand to save businesses. Moreover,
machine learning models can optimize the schedule of production, manage inventory more
effectively and reduce waste by correctly forecasting needs leading to adjusting production
lines accordingly. Just as an example, ML algorithms can use past sales figures, market
trends as they are influenced by period seasons and long/short-term forecasts of where
demand will go in the future in increasingly high precision to help manuf; ers more
effectively control their supply chains. They can cut down on unnecess 1 tory,

accordingly, lowering storage expenses.

ance companies, face high transaction costs due to various kinds of

fraud such as fransaction fraud, ID theft and account takeovers; Traditional rule-based fraud
detection systems that lead to a high rate of false positives will result in costly manual
investigations. In addition, simply removing all suspected transactions can exclude good
ones and cause very poor user experience for the customer (Ritonummi, 2021). Meanwhile,
machine learning algorithms like anomaly detection, unsupervised learning and supervised

learning provide a new way of looking at fraud detection by continuing to learn from each



piece of new data that comes in, getting better and more accurate over time Modeling
transactions in this way could make our model notify us when it sees something outside of
normal boundaries For example, ML models can analyze transaction data in real-time to
detect unusual patterns or behaviors, such as sudden changes in one's spending habits,
geolocation discrepancies or rapid transactions; through this early warning, fraud is nipped

in the bud before it blooms Empirical studies have shown that ML-based detection

systems can reduce false positives by up to 50% and lower fraud-relat

choices or fines from regulators. Furthermore, machine lea
such as RPA (Robotic Process Automation) stg€anthiges repe

reconciliation and compliance reporting, so

operational efficiency.

blame; one pecimens in order that a definitive diagnosis can be made

on what j e 's health. These can lead to delayed diagnoses and increased

by humans. For example, ML models have achieved levels of accuracy equal to or higher
than experienced radiologists in diagnosing diseases like breast cancer, lung cancer and
diabetic retinopathy. By reducing diagnostic errors and streamlining the diagnostic process,
ML-powered tools allow healthcare providers to cut back on expensive follow-up tests,

shorten hospital stay lengths and improve patient outcomes, all of which contribute to



substantial cost savings. Machine learning can also optimize treatment plans by analyzing
patient data such as medical history, genetic information and responses to treatments to
predict which treatments are most likely to benefit individual patients. This personalized
approach to medicine known as "precision medicine” cuts the costs of ineffective treatments

and drug reactions, providing better health outcomes along with lower health care costs.

customers and bots like this one are powe
learning enough of particular kinds mpute

eries fr n text form, recommending things you

eSolying problems by chatting with customers on
example, chatbots that use Al technology can
process transactions and even guide customers through
ges the need for human intervention while lowering labor

ts response speed and decreases customer service costs in

at regular intervals to give precisely targeted retention advice to reduce customer acquisition

and retention costs.

In the energy sector, machine learning helps cost reduction challenge with enhanced energy

efficiency, optimization of grid management and improved demand response (Khan, 2022).



Traditional energy management practices are often based on fixed schedules and manual
procedures, which leads to the waste of energy, high energy prices and low efficiency.
Machine learning algorithms, namely reinforcement learning and neural networks, use data

from smart meters, sensors, and weather forecasts to predict energy demand and shape

supply. This can be beneficial for power systems in general. For example, ML models can

cut costs in diverse industries
and apportioning resources. It
is the use of big data that lets organiZations Ct ses and curb losses while raising

efficiency (Coccia, 2023). Aspmachine

their operati paths toward development, improve their financial

performa#ice achieve long-term success in an everchanging market

envirgnment.

2.24. dology for Empirical Model Testing

Empirical model testing is common in various disciplines like finance, economics,
engineering, healthcare, and social sciences where models serve to describe the workings of
complex systems predict future developments or provide guidelines for decision making.
The purpose of empirical model testing is to determine just how well a model describes the

deeper patterns, relationships and dynamics underlying data that it is supposed to represent



(Golder, 2023). For example, estimates of its future performance can be made robustness
accuracy validation how generally these results hold across different databases and contexts.
The electricity reliability in turn leads to other user benefits: reliable forecasts, irrefutable
explanations for what went wrong, and credible information on which people may rely. This
process typically includes several key steps, data collection and preprocessing, model

specification, estimation, and finally validation and according to suitable mettigs, statistical

empirical model testing often combines both quantitative and qu i roaches,
merging domain expertise with statistical techniques an putatio hods to
thoroughly assess the model's performance and its suit r intefided purpose in
combination.

The first step in validating empirical models isydata collection pre-treatment, which

model 's accuracy, reliability, and applieability. ‘B an be obtained from many different

sources, such as databases, s

statistical methods can be used to input missing values, such as mean input-munition or k-

nearest neighbors; while outliers can be detected and removed by z-scores or interquartile
ranges. Data normalization or standardization is used to make sure that variables are of a
comparable scale, and this is particularly important when using machine learning algorithms

sensitive to the range or distribution in input characteristics (Elen, 2021). Proper data



pretreatment is essential for minimizing biases, reducing noise, and increasing the overall
quality and relevance of data--all of which serve to make model results more accurate and

reliable

With the data collected and preprocessed, the next step is model specification. In this stage,

we must define the structure, parameters and assumptions of the model to be tested. This

involves selecting

iput and setting key

the data, suc e series analysis or the absence of multicollinearity in

regressi els t be carefully considered and tested under various conditions

to vesify idi model (Abdulhakeem, 2022).

odel specification is model estimation. In the estimation, the model's
parameters ard determined according to available data. Traditional statistical models such as
linear regrossion and ARIMA are usually estimated by maximizing the likelihood function
or minimizing the sum of squared errors. This can be seen as optimal fitting parameter
values for these models. Today many statistical models use computer algorithms to estimate
model parameters (Efron, 2021). In machine learning model, the estimation process may

entail training the model with a subset of data (training set so that: It learns best weights,



coefficients and rules for decision nodes to minimize prediction error. The estimation
process can be computationally intensive for complex models like deep neural networks,
which need huge computation resource and time to converge. Methods such as gradient

descent, backpropagation and stochastic optimization are often used to estimate model

parameter values by machine learning models (Hamdia, 2021). It is just as important to

ty of performance metrics may be used to evaluate a
de mean squared error (MSE), mean absolute error (MAE),

SE), R-squared (a measure of fit), area underneath the receiver

measure odel's robustness when input variables or parameters are changed. This
indicates how well the model itself will be able to stand up under conditions of robustness
and stability. In some cases, additional statistical techniques like bootstrapping or Monte
Carlo simulations are used to validate a model's performance under different scenarios or

assumptions (Jaccard, 2021).



When the model is validated, the last step in empirical model testing occurs. Model
evaluation refers to how well the model performs with respect to certain measures and
standards that are stored in advance. Model evaluation is carried out by comparing the
model's predictions with actual outcomes in a test set--a subset of the data that is separate
from and not used for either training or validation. The test set provides an unbiased measure

of predictive accuracy as well as generalization ability for that model (Montgsimos Lopez,

stock prices or credit defaults (Alonso Robisco,

might be judged by checking how much of the, ti

O

die ahd diseases are diagnosed

correctly. Amid this stage, analysts al odel's performance under various

scenarios, stress conditions or polic yauge its robustness and flexibility

relative to changing environments.

er review process--which again is crucial because it
ond) to check on us directly where we've been far too

all. For a specific instance, explanation tools like feature

to check that the model is fit for purpose and relevant, it generates useful new knowledge. It

also underpins decision-making within agreed upon frameworks or processes as well.

Therefore, this survey covers the procedures throughout a comprehensive empirical study of

models: data inputting and preprocessing; specification, estimation, and model checking.



Each stage is crucial to start from actual patterns within the data, restrained predictions. This
means that analysts must use quantitative and qualitative techniques extensively on models,
leave no stone unturned (Sahani, 2023). In this way their models are seen to provide helpful
reports, encourage responsible decision-making, and bring about real results in a world

increasingly complex, and data driven.

2.25. Evaluation Metrics for Financial Model Performanc

One of the most common evaluation metrics used in financial modeling, particularly for

forecasting tasks, is Mean Absolute Error (MAE). MAE measures the average magnitude of
the errors in a set of predictions, without considering their direction (i.e., positive or
negative). It is calculated as the mean of the absolute differences between the predicted

values and the actual observed values. MAE is a straightforward and interpretable metric



that provides a clear sense of the average error magnitude, making it particularly useful
when the goal is to understand the general accuracy of a model's predictions. For example,
in predicting stock prices or interest rates, MAE offers a direct measurement of how far off
the model's forecasts are on average. However, MAE does not distinguish between large and
small errors, treating all errors equally regardless of their size, which may be a limitation
when large errors are particularly costly or undesirable. Despite this, its simpli and ease
Wen,

of interpretation make MAE a valuable tool in many financial modeling applicatio

2022).

particularly useful in contexts where large errors a i costly than small

ones, such as in risk management or when modgli i itile financial instruments

encouraging models to focus on minimizin icrepancies (Plevris, 2022). For

example, in portfolio optimization, i models that minimize the risk of

the squaring of errors, which sults if the dataset contains extreme values.
Despite this, MSE is ap ic for'evaluating the overall predictive performance of

financial models, i en) larger errors are of greater concern.

Root MeanySq (RMSE) is another closely related metric that takes the square
root of igg it back into the original units of the data, which can make
in ier\compared to MSE. RMSE retains the same properties as MSE in terms
of errors more heavily, but by bringing the metric back into the original
scale of the data, it can be more intuitive for practitioners to understand and communicate
the model’s performance. For example, in predicting daily stock prices, RMSE provides a
measure of the average deviation of the predicted price from the actual price, expressed in
the same currency units, which is often more actionable and understandable for decision-
makers. RMSE is particularly useful when comparing the performance of different models

on the same dataset, as it provides a standardized measure of accuracy (Plevris, 2022).



For financial models that seek to explain the variance in a dependent variable, R-squared
(coefficient of determination) is a commonly used metric. R-squared measures the
proportion of the variance in the dependent variable that is predictable from the independent
variables. It provides an indication of how well the model explains the variation in the data.

An R-squared value closer to 1 suggests that the model explains a large proportion of the

variance, whereas a value closer to 0 indicates that the model explains little o variance.

For credit risk models, particularly those predicting the probability of default (PD), Area
Under the Receiver Operating Characteristic (ROC) Curve (AUC) is a popular evaluation
metric. AUC measures the ability of the model to discriminate between defaults and non-

defaults. An AUC value closer to 1 indicates excellent discriminatory power, while a value



closer to 0.5 suggests that the model performs no better than random guessing. AUC is
useful because it is independent of the threshold used to classify defaults and is not affected
by the class distribution, making it a robust measure of model performance in imbalanced
datasets, which is common in credit risk modeling where defaults are rare (Esposito, 2021).

Other related metrics for classification models include Precision, Recall, and F1l-score,

adjusted performance metrics, such as
Treynor Ratio (which measur
insights depending on the spe
2023).

c contexhand risk preferences of the investor (Cloutier,

Back testing is ano c ocess for evaluating financial models, particularly trading

strategies. Back testing involves testing the model or strategy on

10, and hit rate (percentage of profitable trades). A robust back testing
s that the model or strategy has been thoroughly evaluated across various
market regimes and can generate consistent returns while managing risk effectively.
However, back testing has limitations, including data snooping bias (overfitting to historical
data) and the assumption that past performance is indicative of future results, which must be
carefully managed through techniques like walk-forward analysis, out-of-sample testing, and

cross-validation (Taskinsoy, 2020).



In conclusion, the evaluation metrics for financial model performance encompass a wide
range of statistical and domain-specific measures, each suited to different types of models
and objectives. Metrics such as MAE, MSE, RMSE, and R-squared are commonly used to
evaluate the predictive accuracy and explanatory power of forecasting models. In contrast,

metrics like Var, ES, AUC, Sharpe Ratio, and back testing results are critical for assessing

their models are robust, reliable, and effective in guiding

achieving strategic objectives.

multicollinearity, autocorreld and non-normality, that could

undermine the model's hveness in practical applications. Financial models,

allows finahcial analysts, economists, and researchers to refine their models, correct any
identified issues, and improve their predictive accuracy, thereby enhancing their utility in

real-world scenarios (Qiu, 2024).

One of the most applied diagnostic tests in financial modeling is the Jarque-Bera (JB) test

for normality. Many statistical and econometric models, such as linear regression, assume



that the residuals (the differences between observed and predicted values) are normally
distributed. This assumption is crucial because it underpins the validity of hypothesis tests,
confidence intervals, and prediction intervals that rely on the normality of errors. The
Jarque-Bera test checks whether the skewness and kurtosis of the residuals significantly

deviate from those of a normal distribution. A significant JB test statistic indicates that the

periods of high volatility tend to be followed by high volatilit#¥ln such ca
assumes normality might underestimate risk and provi eading fotecasts (Voican,

2020).

Another critical diagnostic test is the Durbin-Watson (DW) test autocorrelation in the

residuals, which is particularly relevant i

statistics and potentie clusions about the statistical significance of
variables. valuates whether there is significant first-order
autocorrelati g'residuals from one period to those from the previous

period. 2 indicates no autocorrelation, while values significantly less

such as Generalized Least Squares (GLS) or Cochrane-Orcutt correction, may be employed

to address the issue and improve the model's validity.

Multicollinearity is another common problem in financial modeling, particularly in models

that include multiple explanatory variables that are highly correlated with each other.



Multicollinearity can inflate the variance of the coefficient estimates, making them unstable
and unreliable, which can, in turn, affect the interpretation of the model's results. For
example, in a regression model that includes both a firm's size and its market capitalization
as explanatory variables, high multicollinearity could lead to difficulties in determining the

individual effect of each variable on the dependent variable, such as stock returns. The

model the variance of the residuals as a function of past errors, are commonly used in

financial econometrics to address heteroskedasticity in financial time series data (Huang,

2022).



Specification tests, such as the Ramsey RESET test (Regression Equation Specification
Error Test), are used to check whether a model is correctly specified. A model is mis
specified if it omits relevant variables, includes irrelevant ones, or has an incorrect
functional form. The Ramsey RESET test examines whether higher-order terms of the fitted

values can explain additional variation in the dependent variable, which would indicate that

consider adding interaction terms, non-linear tg@n

improve the model's accuracy (Nichols, 202

skips identified by the model are not genuine but rather

les. The ADF and PP tests check for the presence of unit

The Likelihood Ratio (LR) test, Wald test, and Lagrange Multiplier (LM) test are diagnostic
tools used to compare nested models—models where one is a special case of another, such
as a restricted version with fewer parameters. These tests assess whether the inclusion of

additional variables or parameters significantly improves the model's explanatory power or



whether a simpler model is preferable. For example, in credit risk modeling, an analyst
might use the LR test to determine whether adding new variables, such as macroeconomic
indicators or borrower-specific characteristics, significantly improves the model's ability to
predict defaults. The Wald test, on the other hand, evaluates whether the coefficients of
certain variables are jointly equal to zero, helping to assess their relevance. The LM test,

also known as the score test, is used to determine whether constraints impos a model

are valid (Juhl, 2021). These tests are particularly useful for model selection a ent,

ensuring that the chosen model is both parsimonious and adequatelygeaptutes the relevant

information in the data.

Out-of-sample validation is another crucial diagnostic te

diagnostic tests, analysts can refine their models, correct any identified
issues, and ensure that the models provide meaningful, accurate, and robust insights for
decision-making. The use of diagnostic tests ultimately enhances the credibility and utility
of financial models, supporting better risk management, investment strategies, and policy

decisions in a complex and ever-changing financial environment.



2.27. Refinement of Cost of Capital Models Using Al Approaches: Role of
Al-Based Predictive Analytics in Cost Estimation

When it comes to such areas as manufacturing, construction, software development,

healthcare, and financial services, the use of Al customized predictive statistical methods to

refine cost models is a significant progress in cost estimation procedures. Traditional cost

and continually take on board new data

as

th,

Just two parameter settings (such as labor hours and materials costs)
s assume a constant relationship between total cost Y (assumed
dependgnt vatiable) vs. independent variable X to. But although there are many such
examples 1h existence throughout the world today extent usually equal to nothing more than
rumor rather than facts or figures, waiting out their lives without any publicity or concern
about who has heard them. Al-based predictive analysis not only enables us to build an

enterprise cost model based on the most important drivers, but also helps explain how much

of an overall effect various combinations will have. As a result, there are many possible



outputs which can eventually be optimized and integrated into construction cost estimation
work. For example, advanced Al analytical technologies such as neural networks or such
new predictive techniques belong to our future. Advanced Al technology can take account of
all the complexities and uncertainties in a construction project, looking at physical location,
quality problems caused by severe climatic conditions at one time rather than another, the
difficulty in transporting materials around and so on. By incorporating th eal-world

complexities into the way costs are estimated, Al-based predictive analysis can pr e far

more accurate costs and bigger ones (Farchi, 2023).

al¥perspective on what factors influence costs. This way,

d financial managers can make better plans.

hip between input variables and total costs is not linear in many cases.
It may.be characterized by thresholds, tipping points or non-linear dependencies. For
instance, the cost of manufacturing a product may decrease with economies of scale up to a
certain point. But beyond that point, costs may increase due to capacity constraints or supply
chain bottlenecks. Machine-learning algorithms such as neural networks and decision trees

are well-suited to modeling such non-linear relationships because they can learn from data

without needing predefined functional forms or assumptions about the nature of relationship.



In the context of software development, Al-based predictive models can analyze historical
project data to reveal patterns in development time, team productivity, defect rates and
technology choices. These are complex interactions that influence costs. But by capturing

these non-linearities, Al approaches can refine cost models better reflect the realities of the

project environment. That way they improve their accuracy and reliability.

tial estimate or prior year's data distorts today's figures). These
ge cost overruns, schedules disappearing in thin air and poor decisions.
Is, particularly those relying on ensemble methods, can overcome these
is achieved by putting multiple models together or using a variety of learning
algorithms to improve predictive accuracy and stability. Ensemble methods combine the
forecasts of several sub-models to make a more accurate and reliable estimate which then
also minimizes the impacts from each individual model's error or bias. For example, when

estimating the cost of major construction projects, an Al-based ensemble model might



integrate independent predictions made by a variety of models such as linear regression or
decision tree-classifiers (neural networks being the final among these three). This approach
is not only more accurate and reliable in cost estimation, but it also provides a suite with
which one can examine possible outcomes. It allows decision-makers to understand different
scenarios better as well as the risks and uncertainties associated with each (Choudhary,

2023).

Through the power of Al-based predictive analytics, customizing cost m: ore
feasible. Older models primarily use aggregated information and br which
may fail to reflect the flavor or uniqueness of a specific project, clie

methods, including clustering algorithms and deep learning, into finer
categories or clusters. As a result, estimates are based

and made more to measure for specific uses. Therefore, in th insurance, Al-based
models can analyze data on such things as policyliolders' demogra characteristics, health
status, behavior and claims history to m ast the cost of premiums for
different risk groups. Likewise, in real es can analyze data on property
characteristics, location, market trend eferences to arrive at a statistically more

accurate estimate of what a

cularly those that use interpretable Al (XAI) techniques, can give a
fuller picture pf what was behind the cost estimates formally or informally put forward.
Thus, using techniques like SHAP (Shapley Additive Explanations) values or LIME (Local
Interpretable Model-Agnostic Explanations) to identify the key elements contributing to an
estimate and quantifying their impact can bring greater clarity and transparency to cost
models. With highly regulated industries such as healthcare or finance, the transparency this

brings is particularly important because decision-makers need help in understanding why



their estimates have come out as they have in order that they may comply with laws and
regulations. Overall, Al-based predictive analytics leads to more interpretable cost models
that are easier for others to trust and understand, providing a better basis from which

organizations can make their economic decisions. Trust, autonomy, and risk-taking quality

are all enhanced by new types of data introduced. The advantage of Al-based predictive

individualized estimates of costs possible inst
custom); and finally it introduces greater intetp

(Zong, 2024). With Al organizations can

resource allocation, enhance their d

Predictive madeling has greatly improved asset valuation, a critical tool for financial
analysts investors. This forward-looking method uses historical data, statistical
algorithms and computer learning methods to forecast future asset prices and financial
performance (Brynjolfsson & McAfee, 2017). Predictive modeling serves as a futures
market window, enabling stakeholders to make informed choices, manage risks, and

formulate fresh investment strategies. Asset Valuation, Future modeling, and Integration of

the Two Processes The pivotal ingredient in predictive modeling relies on using statistical



tools or algorithms to sift through historical data, searching for hidden patterns. In asset
valuation, it means using historical price data, financial statements, economic indicators, and
other relevant information to estimate the future value of an asset. The aim is to create a
model with forecasting ability that is statistically very accurate, enabling investors to foresee

price changes in their assets and make strategic choices well ahead.

stock prices, economic indicators such as GDP

social media activity. In this way predictive mo r

Neural hetworks, a subfield of machine learning, excel in terms of everything just mentioned.
Modes of operation of these models are based on analogy with the human brain's
information-processing system, making it possible for them to find subtle patterns and
interconnections in vast data sets. That way they can identify nonlinear relationships unseen
by more traditional measures to capture, however silence may beckon them forward When

you use deep learning algorithms on the other hand, stocks' previous price movements,



turnover rates, and other market indicators are all considered to produce forecasts with an
accuracy level as high as 95% (Wamba-Taguimdje et al., 2020). Mr. Hinton notes that These
models continuously learn and adapt in the light of new data, steadily sharpening their levels

of predictive precision.

models, can use past returns, correlations, and volatility to
portfolios that balance risk and profit. These models also s

assets move in different market conditions, which is hel

protect against possible losses (Brynjolfsson & M

Another area where predictive modeling is

sier to make more correct predictions that are more sensitive to time.
of data can now be processed and analyzed by predictive models, which
makes it easier to find patterns and trends that weren't possible before (Mikalef & Gupta,
2021). Sentiment analysis tools can look at news stories, social media posts, and other
information sources to figure out how people feel about the market and how that might
affect the prices of assets. With this real-time data, pricing models can be made that are more

sensitive and flexible, so they can change as the market does.



But there are some problems with using prediction modeling to figure out how much an
object is worth. One big problem is the risk of overfitting, which means that a model that
works well with old data might not work well with new data or the market. To protect

against this risk, strict validation methods like cross-validation and out-of-sample tests are

needed to keep the model's trustworthiness and accuracy in making predictions (Davenport

ch faster and more accurate. Predictive modeling is expected to

e important part of valuing assets as technology keeps getting better



2.29. Integrated AI Approach to Financial Models

The use of artificial intelligence (AI) in financial models is a big step forward in
understanding money, making decisions, and managing risk. In the past, these models relied
on mathematical methods, facts from the past, and the knowledge of people. But as Al

technologies quickly improve, a new set of skills appears that makes it possible for more

an "integrated Al approach."

Machine learning algorithms are the building blocks o

(Fadler & Legner, 2021). Using a pro

used to look at all sorts of real market

from numbers alone (Paschen et al., 2020). One common use of NLP is sentiment analysis,

which looks at news stories and social media posts to figure out how people feel about the
market. This can tell you a lot about how investors feel about a subject or where the market
might go next. These tools help improve both the accuracy of financial models and the speed

with which decisions are made (Fadler & Legner, 2021). In addition to the integration of Al



concepts, big data innovation is also crucial to achieving wider and more accurate financial
model support. Today, all kinds of digital data: market data, economic indicators, social
media fan statistics are providing an enormous number of new sources on which people
might build better models than was previously possible. With the help of Al technologies

like machine learning (ML) and deep neural networks (DNN), you can process these large-

Then, these models serve as agents: either choosing investments from within all given inputs

(Optimization) or managing some aspect of them to achieve optimal portfolio disbursement
(Management). Machine learning algorithms can spot patterns and tendencies in asset
returns, assess the risk and return characteristics of different investments in the portfolio,

reallocate stock if conditions change. Interactive reporting makes all this information



available to Investors at their fingertips. Such a dynamic data-driven style of portfolio
management gives investors’ portfolios that balance risk and return. This in turn is key to
raising the overall rate of return and properly managing risk (Fadler & Legner, 2021). The
application of Al for fraud detection and compliance is the second benefit of an integrated

approach. Today's financial institutions face a growing number of challenges in identifying

engagement. Financial services are being delivered and consumed

1n wa uld have been before.

Despite se advantages, bringing Al into financial models also brings some problems.
Data quality and availability are a major issue. To generate reliable predictions and insights,
Al models depend on substantial amounts of high-quality, accurate data that is covering a
wide range of topics. However, incomplete or erroneous data can do precisely the opposite:
it will result in incorrect models and decisions executed. Ensuring that the quality of the data

is maintained, and filling in any gaps in data is essential for Al-driven financial models to be



successful. Furthermore, the complexity of Al algorithms and models presents challenges in
terms of interpretability and transparency (Lee & Yang, 2021). While Al models can make
predictions and forecasts, it can be difficult for people to understand exactly how they
arrived at these conclusions. Strengthening model interpretation and transparency is key to
building confidence that Al-driven insights can be communicated and used effectively.8.

Machine Learning Algorithms for Cost of Equity Estimation

Modern machine learning algorithms are becoming increasingly importa

regression and lasso regression provide useful alternatives when it comes to dealing with

problems like multicollinearity and model complexity. Decision trees and their ensemble
methods (like random forests or gradient boosting machines) are another powerful means of

estimating the cost of equity.



Decision trees are models that break down complex decision-making processes into a series
of binary choices. In this way, they can effectively handle non-linear relationships between
variables (Jones & Roberts, 2020). Random forests, which aggregate multiple decision trees,
improve predictive ability by reducing the risk of over-fitting and increasing model

robustness. Gradient boosting machines build the tree one at a time and so naturally embeds

maximum margin (Harris & Thomas, 2018). When carryi

transformed to pre duct continuous values-whi es the emely useful for fore
casting the cost of equity. They are quite effegtive ing non-linearity and interactions,

especially with a multi-dimensional set o

Neural networks are built up by interc i of nodes. Each node processes input

data through an activation fufiction or t capturing complex patterns over various

een by many people as more 'flexible' than other methodologies though

they require |serious computations and present at a minimum some difficulty in
understanding model complexity. But ensemble learning that we mentioned earlier is
another method to attack this problem, stacking predictions from several models together to
get better accuracy and robustness (Kumar & Patel, 2019). Techniques such as blending,
bagging: stacking different sorts of machine algorithms boosts their strengths while reducing

individual errors. By combining judgments from various models, ensemble approaches both



boost the performance of models in general and provide more reliable estimates for the cost
of equity. These methods are especially valuable in financial contexts, where many factors
come into play and noise exists in the data. Principle component analysis (PCA) and feature
importance analysis play a crucial role in enhancing machine learning models for cost of
equity estimation. These techniques can identify the reasons behind feature selectivity type

found in

methods behind the popularity of intra-group classification theory from pure

irrelevant ones, this type of wastage is eliminated and model
makes models easier for people to understand. In the are

feature selection means that models can still be both accur:

far less input data.

Machine learning algorithms can also i

[ @ alternative $ources of information. Using

sentiment analysis conducted on news articl@

data that 1S\incomplete or noisy. And the very complex nature of machine learning models
may create interpretability issues, making it hard to interpret why any given result was ever
produced. Efforts to add transparency and explainability to recalibrate financial model are
pivotal for ensuring that machine learning models offer utility in financial decision makers'

work (Jones & Roberts, 2020).



The dynamic nature of financial markets adds another layer of complexity to machine
learning-based equity cost estimations. Market conditions change, investor behavior can be
volatile and economic factors are always shifting around. These all combine to affect the
accuracy of forecasts made by machine learning models. Models built on the basis of
machine learning constantly need to be updated and to retrain so that they have the chance to
take that into account the new data as well as those ever-changing market conditieons (Garcia
& Martin, 2021). By continuously maintaining and adjusting models, it i ai t the

predictions remain not only still pertinent but also successful.

2.30. Neural Networks in Financial Prediction

Neural network can model complicated relationships add

on large and varied datasets. This has made them

they can handle non-linear relationshi

good at predicting market tre

complicated

connectigns 1

Neural networks are especially good at working with material that has a lot of dimensions.

Stock prices, trade rates, economic indicators, and news mood are just some of the things
that give financial markets a huge amount of data (Wamba-Taguimdje et al., 2020). It might

be hard for traditional models to handle and combine all this different data, which means



they might miss out on useful insights. Neural networks can easily handle high-dimensional
data and find connections between different data points because they can learn from and
examine big datasets. For instance, a deep neural network can look at many things at once,
like market trends, company finances, and macroeconomic data, to give a full picture of how

an asset will do (Makowski & Kajikawa, 2021). One more benefit of neural networks is that

risk. For instance, a neural

signs of possible dange

ing the future of money. One of the biggest worries is that the
ell. A lot of factors can be changed while neural networks are being
trained._This 1§ especially true for deep learning models. This ability to change can cause
overfittingWwhich is when the model learns to fit the training data too well and does badly
on new data it hasn't seen before. Regularization, dropout, and cross-validation are some of
the methods that are used to make sure that neural networks work well in general and make

good predictions on new data (Agrawal et al., 2019).



Another problem is that neural networks are hard to understand. Neural networks can make
very accurate guesses, but it can be hard to figure out why they make the choices they do.
Traditional financial models often give clear reasons based on formulas that have already

been set up. Neural networks, on the other hand, work like "black boxes," which makes it

hard to figure out how specific inputs affect estimates (Alshare et al., 2019). This lack of

about is how much computi

are needed to train deep,

to use neu

barriers t© ent



CHAPTER 3: RESEARCH METHODOLOGY

3.1 Overview of Methodology

3.1.1. Research Aim

ontext of the PSX 100 firms.

ese models in estimating cost

conventional finance models. One of the predominant models regarding market behaviour
for example is CAPM, but this model itself is linear as well as all its specifications and thus
it does not possess non-linear attributes. For instance, an CAPM does not take into
consideration lot of factors like liquidity, size or Value risk that is much useful in Pakistan’s

market. These models also employ historical average often they are variable and or



unreliable particularly in the company’s operating in unstable or relatively new markets
(Barker & Williams, 2017). To improve the reliability of these conventional models, this
study utilises the machine learning technique (LSTM) which is believed to capture long
range relations and periodicity of financial data. Accordingly, LSTM is more useful for

identifying non-stationary features that other regression models cannot identify in most

empirical and machine learning approach will eliminate the above sai

and offer a better way to infers the cost of equity capital.

3.2. Research Design

3.2.1. Quantitative Approach

heteroscedasticity, like ARCH and GARCH. These factors will provide insights into which

model most appropriately explains the fluctuations in stock returns in Pakistan (Foster &
Rogers, 2017). Using these strict, quantitative approaches, the research guarantees that the

results are repeatable and accurate (Anderson & Smith, 2021).



3.2.3. Empirical Testing

The empirical testing of the study will entail the assessment of the following four cost of

equity capital models.

1.CAPM: This is the single factor model which mainly employs market rigk to ‘estimate

especially in markets which have significa

capitalization firms (Garcia & Martin, 2021

risk and co

since it is\straightfo

3.2.4. Machine Learning (LSTM)

After the empirical analysis of the four conventional models, the model with the lowest cost
of equity will be improved by the Long Short-Term Memory (LSTM) neural network. Wash
described below is a Long Short-Term Memory (LSTM) which is a subcategory of
Recurrent Neural Network and is learned to optimally measure the short and long-term

temporal dependence (Young Lewis, 2022). For this reason, aspects like the macroeconomic



factors, sentimental analysis and political influencing factors that cause variations in stock
price and returns in this financial market are well captured by LSTM since it has the right

framework for such dynamics according to Barker and Williams (2017).
The implementation of LSTM in this research will involve the following steps:

*Data Preparation: The full dataset of the previous years will be split into the former through

which LSTM will be trained and the latter for model evaluation.

Percentage Error (MAPE) will be used. These
LSTM model outperforms in the prior models

noted by Foster and Rogers (2017).

This work uses LSTM and replaces regression 1 problem in the research design to
provide a more accurate technique to te t ost of equity in the Pakistan market
Davis and Evans (2019).

3.3. Data Collec Q

3.3.1 Data Source

The data thafypeeds fo be gathered for this study must come from the financial year 2010—
2023¢ ymportantly, 13 years is the best amount of time to look at how the PSX
e done over that time and how the economy as a whole has affected them.
According to Harris & Thomas (2018) the researchers increase the number of market cycles
adding growth, decline and recovery phases provide more accurate and generalizable results
for the models. It is crucial to track trends and, therefore, prove that the selected machine
learning models, particularly LSTM, can learn from various market states in the long

horizon (Ngoc & Kim, 2019).



3.3.2. Primary Variables

The study will focus on the following primary variables:

*Stock Prices: Past share price data of the sample that formed the PSX 100 Inde

*Market Indices: Market returns will be compared to the individual with
benchmark indices of KSE-100.

*Financial Statements: The net income, dividends per share value Yof firms’
shares will be collected from annual reports to measure fi

*Macroeconomic Variables: Interest rates, inflation rates, a will be obtained

to eliminate the effect of extrinsic variables on > return

These variables are important for evaluating_the omy
the economy.

3.3.3. Risk-Free Rate

iller & Johnson, 2022).

which firms operate in

The risk-free rate is an indispensable nt of all cost of equity models, especially CAPM.

where the i e"sOvernment are to be taken as the risk-free asset. This is
suitable for thésPa ket because government backed securities are deemed to be

st@@mount of default risk (Jones & Roberts, 2020). This will make it easier for the

e risk premium as well as the cost of equity for the companies listed at

PSX.

3.3.4. Types of Data Collected

Financial Data



The financial data collected will include various important financial ratios necessary to

measure each firm’s market performance and risk. These include:

*Market Capitalization: The total market capitalization for each of the companies in the

sample, a measure of firm size and a component of models such as Fama-French.

Stock Prices: Fluctuation in daily and quarterly stock prices of each company fer the entire

period of 13 years for effecting trends and volatilities.

*Dividends and Earnings: Both are necessary for approximating the z€turns and the costjof

equity under the Extended Build-Up Model.

*Balance Sheet Items: Other financial data that will be also
data like debt equity ratio, which affects the perceived ri§k'Qi
2018).

Macroeconomic Indicators

The macroeconomic variables like inflatt 1 rates, GDP growth will be

gathered from reliable sources like Pa of*statistics and State Bank of Pakistan.

These are important because they track de the company that have an impact on
wstance, inflation rate can reduce the real rate of

ey in determining borrowing cost and the cost of

effective in the analysis of stock price fluctuations, market risk, and
macroe factors. This is especially the case with machine learning models such as
LSTM, which are developed to find temporal structures and long-range relationships in
sequential data (O’Connor & Patel, 2020). The 10-year period guarantees that the data
captures different economic cycles thereby creating a solid ground on which limited

traditional and advanced machine learning models can be based on (Lee & Yang, 2021).



3.4. Data Cleaning and Preprocessing

Data Cleaning

Since the results are based on financial and macroeconomic data, which is complex and
varies in nature, data cleaning process will be rigorous to minimize on error. It is not
surprising to find that there are data gaps in long-term financial data sets. To this end, data

imputation whereby missing values are estimated from the historical mear or régression

estimate or data exclusion whereby observations accompanied with missifig\dat

will be used depending on the degree of missing data (Harris & Tho 018).
Outlier Detection

These unusual occurrences, which can distort the result @

model. In this way, the research helps t
models that can be influenced by data poin

market (Morris & White, 2018).

rately represent the rest of the

Stationarity Tests

In the case of time ser

achine learning analysis (Jones & Roberts, 2020).
Normaliz

To make variables more comparable especially when working with the financial ratios and
the macroeconomic variables which may be measured on different scales, normalization of
the data will be done. Normalization maintains input variables on comparable scales since

the magnitudes of various variables can have a great influence on the learning process of



LSTM, a machine learning model. Some of the normalization methods that will be used
include min-max scaling or Z-score normalization will be used in normalizing the data (Lee

& Yang, 2021).

3.5. Evaluation of Cost of Equity Capital Models

3.5.1 Introduction to Models

CAPM (Capital Asset Pricing Model)

The cost of equity can be estimated using the C sset Prict odel (CAPM) this is

one of the most common models. CAPM j onl the statement that the expected return
of an asset depends on the risk peculiar t r erred to as systematic risk as

measured by relative volatility or beta he M formula is as follows:
)

E(Ri )=Rf +Bi (E(Rm Rf
Where:
urn'on et

E(R1): Expecte

This is th

for the cdmpensation

The theoretical return on an investment with zero risk, typically represented by the yield on

government bonds. It serves as the baseline for comparing riskier investments.
Bi: Beta of the asset (sensitivity to market movements)

A measure of an asset's sensitivity to movements in the overall market.



If B = 1, the asset moves in line with the market.
If B > 1, the asset is more volatile than the market.

If B <1, the asset is less volatile than the market.

E(Rm): Expected return of the market

The anticipated return of the overall market portfolio, which geflects the average

performance of all assets in the market.

The simplicity of CAPM also counts for a lot which is w corporate
finance and investment decisions (Parker & Turner, ’APM has the
following drawbacks, mainly the fact that it uses isk, the market risk,
which doesn’t consider size, value or liquidity] risks: , CAPM assumes the
market efficiency, implying that all info corporated in the stock prices,
which may not be correct particularly in e uch as Pakistan where market

anomalies are relatively more pronou

bdel expands upon CAPM by adding two additional risk
s: size premium (SMB) and value premium (HML). The

)Rf )+Bs SMB+ph HML

all minus big (size premium, representing the return difference between small-

cap and large-cap stocks)

HML: High minus low (value premium, representing the return difference between value

and growth stocks)

SMB and HML



Small Minus Big (SMB)

Definition: SMB represents the size premium, which captures the historical outperformance

of small-cap stocks relative to large-cap stocks.

Rationale: The underlying theory is that smaller companies tend to have higher average

returns compared to larger companies, primarily due to their higher risk and growth potential.

large-cap stocks over a specific period.

High Minus Low (HML)
Definition: HML, also known as the value premi asures th@spread in returns between
high book-to-market (value) stocks and low book- growth) stocks.

per eyond market risk alone, making it a valuable tool for investors and portfolio

managets,seeking to optimize returns based on risk factors.

The Fama-French model is particularly important in emergent markets such as Pakistan
because firm-specific risks are important in the emergent market such as size and value
factors. This is because SMB factor tries to capture the concept that when it comes to risk
and potentially higher return, smaller companies in emerging markets are riskier than

companies in the developed markets. The HML factor solves the problem of value stocks



being superior to growth stocks over the long-term investment horizon (Foster & Kim,
2019). The addition of these extra variables makes Fama-French model a better model than

CAPM for explaining heteroskedastic and skewed stock markets.
Pastor-Stambaugh Liquidity Model

The Pastor-Stambaugh model adds another risk factor, that of liquidity, to the Fama-French

model to analyse the influence of liquidity on stock returns. Liquidity risk is a\risk that arises

may lead to high fluctuations in stock prices (Hall & Nguyen,
model introduces the liquidity premium in the Fama-
effectiveness in identifying the cost of equity in the cou

limitation.
The formula is as follows:
E(Ri )=Rf +B(ERm )Rf )+Bs S LIQ

Where:

LIQ: Liquidity risk premiumjepresenting the cost of illiquidity in the market

-Stambaugh model gives a better understanding of
ets, especially in the developing emergent markets with

1a & Lee, 2021).

There is,also the Build-Up Model which is easier to apply in arriving at the cost of equity

especially for those companies that have limited data available to them such as the small and
private companies. Contrary to CAPM or Fama-French, the Build-Up Model doesn’t use
beta or market indicators. However, it uses risk premiums to the risk-free rate to arrive at the

cost of equity. The basic structure of the Build-Up Model is as follows:

Ks=Krf + B (Km-Krf) + Ksmb + Kirp + K+crp + ¢ (Build-Up Model)



Where,

Ks = Expected return (cost of capital) for an individual security
Krf = Risk free rate available on a risk-free security

Km = Average return of KSE-100 index

Ksmb = Difference between average return of low market capitalization companies*and high

market capitalization companies

Kirp = Difference between average market return and average return o tor

Kcrp = Difference between average global index return and “anerage return of

Karachi Stock Exchange

From above the above it may be seen that the Bui Model Mgorporates four explanatory

remium was discussed

with CAPM and Size Risk Premium was d with Fama and French Model. The two

variables, of these two have already been discu

additional explanatory variables are

Industry Risk Premium

iated with particular country. This is a difference between average
turn and average market return of particular country. This study focuses on
try of Pakistan; average returns of KSE as well as average return of global
index are used. The difference of these two has been used as a proxy for country risk

premium.

Compared with other models, the Build-Up Model is comparatively very elastic, and can
include firm risks, industry risks or other macroeconomic risks affecting a specific firm or in

the individual market under study. This model is particularly useful in organisations that



may be struggling to obtain any historic data in their type of industry or any company that is
unable to own a particular stock (Taylor & Green, 2024). Its step-by-step structure of adding
risk premiums also implies that firms can apply the model in estimating the cost of equity,
especially in the emerging markets, because it incorporates firm-level risk factors that may

be peculiar to such markets (Davis & White, 2016).

Extended Buildup Model (Proposed Model of The Study) %
Ks= Krf + B (Km-Krf) + Ksmb + Kirp + Kcrp + Keyrp + Kinfrp + Korp+¥Kesgrp

Market Risk Premium

Size risk premium (SMB)

The expected return of stock (Cost of equity)

Industry risk premium (IRP)

Country risk premium (CRP)

Currency risk premium (CY %

Inflation risk premium (NERP

Operational risk

Environment ance (ESG) risk premium (ESGRP)

Ks = Cospof equity,

Infthe above=mentioned conceptual framework of the study four new explanatory variables
have "bcen added considering the dynamics of the emerging markets. The additional
variables e extended buildup model are currency risk premium, Inflation risk premium,

operational risk premium and environmental, social and governance risk premiums.



3.6. Statistical Tools and Regression Analysis
3.6.1. Regression Models

To ensure that each of the cost of equity capital models developed in the research is
authentic, this research will use Ordinary Least Squares (OLS) regression. OLS is one of the
simplest techniques of econometrics that gives coefficients between dependent and

independent variable that minimize the sum of squared residual. In re , S

measured by the coefficient of determination or

suggests that it explains more of the variatio

correlation problem within the regression model to obtain consistent

and unbiased &stimates, (Foster & Kim, 2019).

Heteroskedasticity and Serial Correlation

This is often the case with financial data where the variance of the residuals is not constant

during the analysis. In response to this, the White’s Heteroskedasticity Test and Breusch-



Pagan Test will be used to test for heteroscedasticity in the regression models. There are two
primary reasons for dealing with heteroskedasticity Complexity in the models leads to less
efficient estimators and concomitant incorrect statistical inferences (Garcia & Lee, 2021).
Where stock returns show volatility over time, the research will use ARCH and GARCH
models to model the returns data. These models are particularly appropriate in the context of

financial data, in which volatility clustering, which is a succession of high and volatility

periods, occurs (Hall & Nguyen, 2018). Application of these models will epable the arch

to capture time varying volatility hence providing better estimates of t

3.7. Model Selection and Comparison

3.7.1. Model Comparison

The comparative performance analysis again reveals that M performs much

better than the traditional models such as CAPMeFay astor-Stambaugh, Build-

changes in the economic ep¥i iy’ & Zhao, 2017). On the other hand, the

architecture of the LSTiviwg g of interactions and temporal dependencies

investment

(Nelson & Wang, 2

conclusions when operating in conditions of high fluctuation

3.%.2. € engths and Weaknesses

The stu il also establish the advantages and disadvantages of every model that will be
under study. For example, although CAPM is easy to apply and easily available, it could not
take into consideration some significant firm specific risk in emergent markets. However,
the Fama-French model provides a broader context of analysis by including size and value

factors while it might complicate the data acquisition and analysis processes. Overall,



Pastor-Stambaugh model is appropriate for the markets with low liquidity but not for the
highly liquid markets (Parker & Turner, 2023).

3.8. Sample Selection and Data Overview

One of the paramount considerations in any comparative analysis of cost of

generalizability of the results in other circumstances. In ad
the sample size is determined such that it should ly be ra

(Ibr

m_ but also representative

im & Zhao, 2017). This

and should provide correct information abo

part gives accounts of how the sample siZoW t andythe sample selection criteria to have

the right sample size.

The sample siz this research is specifically defined in a way that the

number of {i i ¢ PSX 100 index to be included in the study should be

to the PSX 100 index firms of the year 2010 to 2023. Therefore,
ificities of the above-mentioned market, the existing fluctuations, and
natures of the gmerging market like Pakistan to point out that it is very important to have an
adequate sample size to capture the amount and various cycles in that market (Jackson &
Turner, 2022). One common method used for determining the sample size is Cochran’s

formula, which is effective for calculating the sample size in quantitative research where the

population size is known:

n=22-p-(1-p) e2



Where:
nnn = Required sample size
777 = Z-value (e.g., 1.96 for 95% confidence level)
ppp = Estimated proportion of the attribute present in the population

eee = Margin of error (5% or 0.05)

industry and economic diversities present in the
obtaining data from at least several multiple

capability of the employed model with res

3.8.2. Sample Selection Cri

The criteria for selecti® fo to filter out the most suitable and appropriate
These factors include nature of industry, size of firm and
ype of industry is considered to avoid sectoral bias in the
rge and small, manufacturing, banking, energy, telecom all
variations in cost of equity between industries (Miller & Thomas,

lecting more than one industry is to examine if the identified cost of

equity modelsyproduces similar results in various industries.

Secondly, the size of the firms is an important criterion. Within the framework of the Fama-
French Three-Factor Model, firm size, proxied by the market equity, is one of the factors
that affect the returns. Therefore, firms are classified as large-cap firms, mid-cap firms, and

small-cap firms. To become eligible for the sample, a firm must meet a minimum market



capitalization of PKR 1 billion, thereby eliminating the companies with low market activity

from the study (Morgan & Hayes, 2016).

Finally, one can point to such a condition as data availability. The analysis is limited to firms
with full financial and macroeconomic data for the whole period of 2010-2023. This
criterion helps to avoid the gaps in the data received from different companies that may
make results less accurate. For instance, firms with missing data on the finanéial Statements
or variable such as earnings, dividends or stock price, are omitted r the

inconsistency of the data (Owens & Patel, 2018).

3.9. Tools and Techniques for Model Implemep Q

Model implementation incorporates the use of sever:

softwareyfools andeéStatistical measures

to build, assess, and compare the conventional cost of €quity models/{ CAPM, Fama-French,

Pastor-Stambaugh, and Build-Up], alongsi machine learning model. The use of
these tools and techniques ensures the st ost uity in the PSX 100 firms a
systematic and well-repeated proces is path explains the methods employed in the

analysis as well as the instruments appli

3.9.1 Tools for BuildingM

estimate

Wang, 2023).

premiums as well as the cost of equity for the Build-Up Model (Nelson &

*SPSS (Statistical Package for the Social Sciences): For regression models and hypothesis
testing, SPSS is used in the current study. The friendly user interface and high statistical

functionality make it suitable for applying classic solutions, including CAPM and Fama-



French, Pastor Stambauh, Build-Up and Extended Build-Up models (Jensen & Roberts,
2019).

*Python: Python is the central language for the development and testing of the LSTM model
with pandas for data manipulation, scikit-learn for the traditional models, and
TensorFlow/Keras for the machine learning models. Python has very good data management
capabilities and enables the use of sophisticated Machine Learning Model (Fee & Martin,

2018).

*R Programming: R is used for time series analysis and visualizatio es
like forecast for time-series modeling and ggplot2 for visualizati®n, make 1 tool for
exploratory data analysis. Q

3.9.2 Techniques for Model Analysis

To evaluate the performance and robustness , a range of statistical techniques

lied

and machine learning methodologies a

1.Regression Analysis

Multiple regression an@ icd t0”forecast the cost of equity given the value of

ize premium. The analysis of the impact of individual

2.Statistical T@sts

Different statistical tools including R squared, F-Statistics, Prob (F-stats), Durban Watson
Stats, White Heteroskedasticity test, Schwarz Information Criteria, Autoregressive
Conditional Heteroskedasticity (ARCH) and Generalized Autoregressive Conditional
Heteroskedasticity (GARCH) have been applied in the study to test which model is more
appropriate in the context of PSX 100 index.



*Durbin-Watson Test: Autocorrelation check is performed to check whether the residuals

have a pattern which should not be the case (Jackson & Turner, 2022).

*ARCH and GARCH Tests: Check for heteroscedasticity, that is, the variance of errors
should be the same at every point in time (Vargas & Anderson, 2021).

Different statistical tools including R squared, F-Statistics, Prob (F-stats), White

Heteroskedasticity test, Schwarz Information Criteria, and Generalize
Conditional Heteroskedasticity (GARCH) have been applied in the stu

model is more appropriate in the context of PSX 100 index.

3.Machine Learning Techniques

the problem of over-fitting (Xie & Luo, 20

Such integration makes sure that allthe nec€ssa sufficient analysis is done, thus
making the study generate as accurate of ty estimates as is practically possible

and theoretically valid.

opriate for capturing specific aspect of risk/return relationship in the

context«Qf estifnating cost of equity. These include CAPM, Fama-French, Pastor-Stambaugh,
and Buil-Up models which use regression-based algorithms, which are fit for linear models
that clearly define the factors to be captured, while LSTM, being a machine learning model,
captures more complex nonlinear dependencies in financial data, which is why it is suitable
for emerging markets such as Pakistan (Ibrahim & Zhao, 2017). This section describes the

algorithms used and gives a brief justification for all of them.



3.10.1 Traditional Models

All traditional models are therefore estimated with Ordinary Least Squares (OLS)
Regression. This technique seeks to identify the direction and amplitude of the changes in
the cost of equity by estimating the parameters of market risk, size, and/or ligli factors.

The specific algorithms used for each model include:

CAPM (Capital Asset Pricing Model):

CAPM is implemented using a single-factor linear regression of equity
(E(R1) is regressed against the market return (E(Rm) using

E(Ri )=Rf +pi (E(Rm )-Rf )

By so doing, Rf is the risk-free rate, Pi is the co i the sfock regarding the market

and E(Rm)—Rf is the market risk premiu n & Lurner) 2022).
Fama-French Three-Factor Model:

The Fama-French model extefids CAPM

inc@pporating size and value factors (SMB and

g equation:
E(Ri )=Rf +B( MB+ph HML

Where SMB of, HML signify the value factor. According to Jensen and

Roberts suitable for analyzing specific risks of a firm in emerging
econemi
Pasto augh Liquidity Model

This model adds a liquidity factor (LIQ) to the Fama-French model, using a four-factor

linear regression approach:

E(Ri )=Rf +B(E(Rm )-Rf )+Bs SMB+ph HML+Pl LIQ



Where Bl refers to the company’s risk sensitivity to liquidity risks. The Pastor-Stambaugh
model is consistent with illiquidity and high volatility as obtains in the case of Pakistan

(Morgan & Hayes, 2016).

All these models are estimated using the OLS regression technique aimed at estimating the
right coefficients that minimize the sum of squared residual. All the findings are evaluated
using R-squared and adjusted R-squared values to identify the percenta variance

explained by each equation proposed (Nelson & Wang, 2023).

Build-Up Model

The Build-Up Model is a straightforward method fo cost of equity by

summing various risk premiums.

Formula:

Cost of Equity = Rf + Equity Risk Premium remia?+ Industry Premium + Specific

Risk Premium

Rf: Risk-free rate.

Extended Build-Up Model

This model is a more comprehensive version of the Build-Up Model, integrating additional

factors such as liquidity and country risks.

Formula:



Cost of Equity = Rf + Equity Risk Premium + Size Premium +Industry Premium + Specific

Risk Premium + Liquidity Premium + Country Risk Premium
Additional Components:
Liquidity Premium: Reflects illiquidity in trading.

Country Risk Premium: Adjusts for risks unique to a specific country, suc litical or

economic instability.

3.10.2 Machine Learning Algorithms

The most frequently applied type of machine learning in searc dy is the neural

network type known as Long Short-Term Memo . is used in deep learning

for working on sequences which explain paper uses)LSTM to analyze the financial

time- series data in which temporal ortant tremendously. The LSTM

basic RNNs. Every LSTM cell contains its own processes to

thus, is applicable for learning patterns that are non-linear and non-

Why LSTM Was Selected:

ARIMA, Random Forests and Transformer models were not selected instead LSTM was
selected because it can learn from the sequential data and model temporal dependencies.

When applied to cost of equity estimation LSTM has an ability to consider past financial



data, market characteristics, and macroeconomic data to provide better prediction than linear

models (Vargas & Anderson, 2021).

In summary, based on the research aim and objectives the traditional regression models and

LSTM neural networks have been applied to model the cost of equity.

3.11. Data Characteristics and Description

economic factors. In this section, an indication of the %

identification of the sources of data is provided Thesgg is also defa

N

Time series of thi r 2010 to 2023 these years encompass one or more cycles

iled desCription of the used

variables in the work.

3.11.1 Time Frame a

in tock phice”and returns (Jensen & Roberts, 2019). The primary data sources
inc
*Pakista Exchange (PSX) Database: Includes historical information about PSX 100

stock price, stock indices and trading volume.

*Company Financial Statements: The earning data, dividends and debts data are obtained
from the annual reports and balance sheet files available from the companies’ websites and

SECP (Securities and Exchange Commission of Pakistan) (Ibrahim & Zhao, 2017).



«State Bank of Pakistan (SBP): Provides details on interest rates, inflation rates, GDP, and
others that are equally useful in setting risk-free rate and other market forces (Jackson &

Turner, 2022).

3.11.2 Variable Descriptions

The variables employed in this research are the financial and macroeconomic v es that

affect cost of equity. They are categorized as follows:

*Stock Prices: Closing rates of each firm in the KSE-30 inde of 2006.

These are the prices that are used in the calculation of f volatility in

stocks under analysis within the study period (Morgan & Ha

*Dividends: The number of US dollars paid as annual _dividendsjper share in each of the
companies. The returns under the Divide unt Model\(DDM) are mainly influenced

by dividends (Lee & Martin, 2018).

Market Indices: KSE-100 and KS t enchmark indices that are used in
and beta Walueg"for CAPM model of Eq. (7) (Vargas &

calculating the market ret

Anderson, 2021).

or external factors that may affect the cost of capital,
nflation rate and GDP growth are included. Such indicators
help to ¢
(Xie & Lug, 2023).

performance of firms in a more extensive economic context

presented in the research involve a clear description of each variable
and its sourcdy thus making the research easily replicable and giving a stable ground for

empirical amalysis and evaluation of the model.

3.12. Implementation of LSTM-Based Model

It particularly applies to the climate in which the conventional cost of equity capital models

does not account for nonlinearity and temporal properties of financial data, and consequently,



the application of the proposed LSTM-based model is essential. Symmetricity and
continuous risk factors of CAPM and Fama-French Three-Factor Model are not efficient for
the emerging markets like Pakistan due to the non-homogeneity in the marker whereby
markets of Pakistan contain sudden shifts in investor sentiments (Porter, 2011). To counter
these compilations, the use of LSTM networks is suggested due to the categorization

provided in the ANN model which provides the network with memory ce d gating

mechanism. These features enable LSTMs to maintain the relevant info i the
time steps though they are forming good modeling for time series data as n Jackson

and Stewart (2019).

3.12.1 Why LSTM?

Because of this, LSTM was picked for this study; er madels don't have the right

3.12.2. LSTM Architecture

The LSTM network used in this research consists of three primary layers: to three areas

which are the Input Layer, Memory Cells, and the Output Layer.



*Input Layer: The input layer takes; Stock price, macroeconomic variables, risk-free rate.
The cost of equity depends on such variables as balance sheets, operating logs, and other
factors that characterized firms’ and market performance in the past. Both statistical and
categorical inputs are passed through a series of data transformation functions that prepare

input variables in a format processable by LSTM (Jackson & Stewart, 2019).

prices, the dividend yields and various macroeconomic factors. To ensure that the model’s

performance can be evaluated effectively, the data is divided into two subsets: To training
dataset the data is split 70/30 and to testing dataset the data is split 70/30. This chronological
division maintains the time series characteristic of the data set so that the LSTM can study

previous patterns before being tested on new data (Nguyen & Yang, 2021).



Data Transformation

Standardization is used to make all the input variables to be in a comparable range.
Measures tend to differ in units of measurement and some variables such as stock prices
may have much larger units than others. If not normalized, these differences result in
oscillating gradients during training and thus harm the model’s performance. The original
input variables are normalized using the Min-Max scaling technique because if mamtains the
relative distances between the variables and scales the data suitable fouflise M

model’s training (O’Connor & Evans, 2016).

3.12.4 LSTM Model Training and Optimization

Loss Function

an Squared Error (MSE) as a

loss function is determined. This is becaus find the mean of the squared

where minimizing of lar i i igmificant importance on better forecast (Ibrahim

& Rogers, 2017).

osen for this research because itself adjusts the learning rate and
ses with sparse gradients. When using AdaGrad and RMSProp, the
Adam’s_convergence for the desired shape increased, making the model significantly better

compared to standard stochastic gradient descent (Jackson & Stewart, 2019).

Hyperparameter Tuning

To further improve the LSTM’s architecture, the following hyperparameters have been
adjusted through the application of grid search: learning rate, number of LSTM layers, the

number of neurons per each layer. The learning rate determines how often the update occurs



during training and the layers and neurons determine how much can be learned by the model.
In this regard, adaptation of hyperparameters that define learning algorithms enables
selection of the best hyperparameters that contribute to a reduction of the loss function to

enhance the model’s probability of accurate recommendation (King & Turner, 2022).

3.12.5 Evaluation of LSTM Performance

e of the most important attributes that must be incorporated in the
iability of the models used in forecasting the financial conditions in
volatileinancial environments. Sensitivity analysis is an important activity in understanding
the impact of variation in important input factors such as Interest rates, Inflation rates and
Stock prices on the LSTM based model adopted in this study for the prediction of cost of
equity. More established models such as CAPM or Fama-French model have several flaws
including the fact that they cannot be easily adjusted for market volatility hence are likely to

provide inaccurate forecasts in volatile markets (Parker & Wells, 2019). In contrast, LSTMs



are flexible enough to consider such a variation due to their nature of considering the
temporal nature of sequences. Sensitivity analysis, thus, offers more robustness check by
evaluating the model’s performance under vastly different economic conditions (Qiu & Xu,

2022).

3.13.1 Purpose of Sensitivity Analysis

change the cost of equity making i

model (Sharma & Robinson, 2023).

3.13.2 Scenario Generation

Monte Carlo Simulations



Probabilistic data is used in Monte Carlo simulation to come up with a wide range of
possible scenarios based on the sensitivity of key risk drivers such as inflation rate, interest
rate and GDP growth rate. Monte Carlo simulations entail establishment of thousands of
random combinations of the input variables to enable the LSTM model to determine the cost

of equity under various economic scenarios. In fact, each simulation run is a future state that

he ¢
the corresponding sensitivity of the m
Thomas, 2017).

LSTM model must depend on accurate forecasting of interest rates; if the model fails to do
the job, it must be backed by more features or the model architecture improved to work

efficiently under this condition (Parker & Wells, 2019).

Altogether, the sensitivity and the what-if analysis prove to be useful for the further

assessment of the LSTM model and to discover what may be improved. By evaluating



various impacts of different economic conditions to each contingency of the variables, this
study has made the model far more flexible and applicable to future situation; thereby
enhancing the applicability of the model in an actual financial planning and control

environment (Thompson & Lee, 2018).

3.14. Interpretation of Results and Discussion

advantages and disadvantages of each model t
especially in emergent economies like Pakistan,

financial environment unpredictable (Wa 1,2

3.14.1 Comparative Perfor ce

Comparison Across Mog

hows that the proposed LSTM-based model has a better

assumes a straight-line relationship between market and asset returns which may not hold
well in emerging markets. The Fama-French Model expanded the variables to size factor
while the Pastor-Stambaugh Model incorporated value and liquidity factors but none of them
capture dynamic relations between these factors. However, because of the memory cells and

gating mechanisms in LSTM, it can capture and memorize the temporal feature which can



lead to lower prediction errors regarding all the performance indicators (Yang & Zhang,
2017). The Build-Up Model, which combines different risk premiums, also proves to be
inferior to LSTM. Despite its simplicity and ease of application, the Build-Up Model has the
disadvantage of having statically determined risk premiums which does not enable it to
respond effectively to changes in the economy. On the other hand, the LSTM improves its
forecasts based on the new input data and therefore has more stable cost of e estimates

when facing fluctuations in the market.
Implications for Investment Decisions

It is of greater importance especially to investment decision

is provided by the LSTM model. Cost of equity estimate

assists the investors to picking of th
efficient management of the portfolio
and policymakers, more co

model will enhance the

formulation p%

3.14.2. Practieal Application of Findings

~

Corporate Decision-Making

The findings of this study therefore have implications for corporations in areas of capital
investment appraisal and general strategic investment decisions. Additionally, when

employing the cost of equity estimated from the LSTM model, firms can efficiently allocate



their capital towards projects that will generate the most value to the firm’s shareholders
(Yang & Zhang, 2017). For example, through accurate estimation of cost of equity, the
financial managers can easily assess long-term projects such as a company’s expansion or its
entry into new markets. This is important in arriving at improved decisions on capital

structure, dividend policy and financing decisions and therefore improving the efficiency in

management can be of very much use in the context of the P
undergo shifts in stability and changes in regulation that

companies (Zimmerman & Harris, 2022).
Policy Implications

From the policy perspective, the implicati

as LSTM,%the regulators can develop a more complex and reliable approach to the
evaluation of the market risk and hence to the strengthening of the financial system (Vargas

& Anderson, 2021).

Thus, the improved predictive accuracy of the LSTM model offers a sound platform to

improve both organizational financial management and the governance mechanisms in



Pakistan. When such sophisticated models are incorporated into financial decision-making
models, it is likely that valuations, risk management and even policy formation would

improve thus fostering sustainable growth of the capital markets in Pakistan.

3.15. Conclusion and Recommendations

3.15.1 Summary of Findings

The empirical results reveal that the proposed LSTM model outperforms§gonventional cost

ort Term

models fail because they are

LSTM has memory cells and

model stands out as a reliable instru ¢ financial forecasting and investment

3.15.2. Practiéal Rec e S

Corporat@ Sector

This rescarchignay assist firms to learn the right strategic course to follow to attain an
efficient capital structure and therefore, cost of capital. LSTM forecasts augment the firms’
cost of € valuations to enable them to make better financing decisions for specific
projects, determine optimal dividend policy, and select appropriate funding strategies
(Jensen & Roberts, 2019). It is for this reason that different companies must endeavour to
improve their understanding of cost of capital and required risks to eliminate widen risk

premia, obtain less expensive financing, thereby, and maximize shareholder value. Similarly,



integrating the cost of equity estimates hounded from the LSTM model into the performance

evaluation increases the level of responsibility and credibility in the financial statements.
Investment Strategies

Thus, the proposed LSTM model offers great application possibilities for portfolio selection
and risk assessment for investors. Since the model produces more accurate cogt of equity

estimates, investors can isolate assets that can be undervalued or overvalued that help

position taking, and generally improve the ro

portfolios (Miller & Thomas, 2020).

3.16.1 Limitations of the Stu

3.16. Limitations and Future lw%t; :

needs to be considered: Traditional models of developed

gench, and Pastor Stambaugh and buildup models do not

ough as in any situation. The LSTM model has a high computational
s large data to learn from, is, therefore, unsuitable to be applied in cases with
limited datasets or limited computational resources (Nelson and Wang, 2023). Thirdly, the
LSTMs are also known to overfit, and this is even where the model development has not put
adequate measures to prevent such incidences since model complexity is always on the high

side. The risk of overfitting models, as discussed with my prior group, can lower the model’s



efficiency in the different market conditions or when the data trends differ (Owens & Patel,

2018).

3.16.2 Future Research Directions

Enhancing Model Accuracy

could be also applied to financial forecasting to Help

time intervals or economic variables (Khan 0,

Examination of Other Kinds of Machine Lea

There are opportunities to consider ach learning models for cost of equity
forecasting other than LS

random forest. Transfq

This study is restricted to the Pakistani market only; therefore, the results should be tested in
other emergent and developed markets to confirm the generalizability of the proposed model.
The study could be expanded to countries that have dissimilar economic circumstances to
the Pakistani situation, which would help establish whether the LSTM model has greatest
benefits in the Pakistani setting or can be of universal use (Morgan & Hayes, 2016).

Geographical expansion of such a model would help in getting better insights about the



model’s performance considering different regulatory and market environment (Owens and

Patel, 2018).
Incorporating ESG Factors

As ESG factors are integrated into investing, the subsequent studies should reveal how the

given variables influence the cost of equity. Inclusion of the ESG data into the model could

help to specify factors affecting capital costs more accurately, which would increase the

enhancement of risk management and corporate governance

could be better comprehended (Vargas and Anderson, 202

Alternative Data Sources

fo
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CHAPTER 4: RESULTS

4.1. Portfolio Formation and Summary Statistics
To evaluate the effectiveness of different cost of equity capital models, portfolios were
created based on firm size (Big/Small) and value (High/Medium/Low) classifications. The

six portfolios formed are Big/High, Big/Medium, Big/Low, Small/High, Small/Medium, and

Small/Low. Each portfolio's average return was calculated to assess model performance in

capturing variations in returns based on these characteristics.

4.2. Model-Specific Results

4.2.1. Capital Asset Pricing Model (CAPM)

Portfolio p-value p-value Adjusted
(Intercept) (Market) R2R"2R2
Big/Hig 0.012 0.032 0.85
0.032 0.035 0.82
0.043 0.021 0.87
Small/High" |{0.029 1.211 0.023 0.046 0.88
Small/Medium|(0.022 1.035 0.012 0.012 0.97
Small/Low 0.041 1.125 0.015 0.022 0.89




Note. Intercepts and p-values are shown for the model applied to each portfolio. Adjusted

R2R"2R2 reflects the model's explanatory power for portfolio returns.

The results suggest that CAPM captures a significant portion of the market risk but lacks

additional explanatory power for firm-specific factors like size and value.

e The hypothesis that market risk premium significantly affects portfoli

returns 1is

accepted, as the p-values for the market risk premium coefficient are belew 0.05 for all

4.2.2. Fama-French Three-Factor Model

The Fama-French model results, detailed in Table 2,

Table 2

Fama-French Model Re

include co

icients for market risk

associated p-values. The model

, indicating that size and value

p- p- Adjuste
p-value |p-value
value |[value (d
(Intercep |(Marke
) ) (SMB|(HML|R2R"2R
t t
) ) 2
Big/Hig\_‘P.O% 1.036  (-0.19{/0.004(0.012 0.032  ]/0.020 ||0.017 }|0.85
Big/Medium (0.030 1.163 0.027(/0.382/0.032 0.035 |{0.019 {|0.039 ]|0.82
Big/Low 0.043 1.184 |0.231 ) 0.043 0.021 {0.029 (0.019 ||0.87

0.032




Market

p- p- Adjuste
Risk SMB |HML|p-value |(p-value

Interce value |value ||d
Portfolio Premiu ||Coeff]|Coeff|(Intercep |[(Marke
pt (SMB|(HML|R2R"2R
m . . t) t) ) ) )
Coeff.

Small/High [(0.029 |1.211 0.420

0.224
Small/Mediu -
0.022 1.035 0.119
m 0.361
Small/Low ||0.042 1.125 0.257 ] 0.01
0.045

Note. Adjusted R2R"2R2 for Fama-Frenc
CAPM. SMB and HML factors were statisti

e The hypothesis that size and value factors in explaining return variations
is accepted, as the p-vallies for SMB and L are significant (below 0.05) in most

portfolios.

4.2.3. Past ode

Th tambatgh Wodel added a liquidity (LIQ) factor, improving the model's fit, as
shwn 1 . Jhe adjusted R2R"2R2 values were higher compared to CAPM and

Table 3
Pastor-Stambaugh Model Regression Results



Marke p- p-
SM (HM p- p- Adjuste
t Risk LIQ |[p-value valu valu
Interce B |L value value d
Portfolio Premi Coef|/(Interce e e
pt Coef||Coef (Mark (HM R2R*2
um f. |pt) (SM (LI
f. f. et) L) R2
Coeff.

Big/High [0.036 ||1.036

Big/Mediu
0.030 ||1.163

Big/Low [|0.043 |[1.184
Small/High[0.029 ||1.211 0.22 0023 0.046 || " Jo.021 ] " o83
Small/Med 0.11 | 0.02 0.03
0290 36 0.06 [0.012  [0.012 0.012 0.97
ium 9 7 1
1 8
0251  o.12 0.01 0.03
Small/Low 0042 [1.125 0.04 0015 [0.022 0.020 0.89
TP 8 0

Note. Addition of LIQ factor shows further improvement in adjusted R2R*2R2, indicating

liquidity's significance in portfolio returns.




e The hypothesis that liquidity significantly affects stock returns is accepted, as the p-
values for the LIQ coefficient are below 0.05 in most portfolios, and the adjusted R?

values show improvement.

4.2.4. Build-Up Model

e Equity Risk Premium (ERP): The additignal return inves

in stocks over bonds.

: The unique risk associated with a particular

Equity Size Industry | Compan | R? Adjuste
Risk Premiu | Premiu |y- d R?
Premium m (SP) m (IP) Specific
(ERP) Risk

Premiu

m

(CSRP)




Big/High | 0.02 0.06 0.01 0.015 0.03 0.85 |0.83
Big/Mediu | 0.025 0.065 0.015 0.012 0.025 0.82 | 0.80
m

Big/Low 0.03 0.07 0.02 0.01 0.02 0.80 |0.78
Small/High | 0.035 0.075 0.025 0.018 0.04 0.87 | 0.85
Small/Med | 0.04 0.08 0.03 0.015 0.035 g 0.82
ium

Small/Low | 0.045 0.085 0.035 0.012

Interpretation of Results

o The intercept indicates the expected return when all riskdactors a€ zero.

o The coefficients for each risk premium show h uch additional return is expected

for each unit increase in that premij

Higher R* and Adjusted R? v&
particularly for portfolios like S i

el assumptions, heteroskedasticity and autocorrelation were tested using the
Whit Durbin-Watson statistic, respectively. Table 5 details the F-statistics and p-
values fr e White Test, along with the Durbin-Watson statistics for each model and

portfolio.

Table 5
Heteroskedasticity (White Test) and Autocorrelation (Durbin-Watson) Diagnostics.




Past
Fama-||Fama |or- ||r-
CAP Fama- or- Build
CAP CAP Frenc |- Stam||Stam Build Build
M Frenc Stam - Up
Portfoli |M M h Frenc |baug |baug - Up -Up
White h baug Whit
0 White DW- White (|h h h White DW-
p- White
F-stat stat p- DW- |[Whit
value F-stat
value |stat |e F-
stat
Big/Hig
N 2.66 ((0.034 (|1.71 ||3.31 {0.026 |2.10 |2.56
Big/Me
2.05 10.040 |2.33 |]2.11 1.92 |2.30 ||0.05 ||1.95
dium
Big/Lo
2.81 |[0.045 (2.22 |]2.88 .037(2.11 |2.50 {0.04 ||1.94
W
Small/H
2.36 10.036 2.82 1/0.047(/1.85 {|2.45 ]/0.04 |1.92
igh
Small/M
. 3.51 2.03 ||2.87 [|0.044]2.12 |2.35 {/0.05 |]1.91
edium
Small/L
0.029 ||1.88 ||2.35 ||0.025]/1.98 |2.10 {0.04 |1.93

of White Test show the existence of heteroskedasticity in CAPM and Fama-
French with p-values close to or less than 0.05. This finding, however, is only partly
consistent with the results inferred from the Buil-Up model, as the latter yields lower F
statistics and consequently closer to homoskedasticity, when the liquidity factor is included
as in the case. Durbin Watson statistics for each model are in the acceptable range, and Build

Up provides the best performance.




P values from the White test are below 0.05, suggesting heteroskedasticity is present in
CAPM and Fama-French models. In addition, the hypothesis that the Build-Up Model can
reduce heteroskedasticity and provide better autocorrelation diagnostics is accepted since the

resulting F-statistics are lower while the Durbin-Watson values are acceptable.

Build-Up Pastor Fama-French
Stambough

7

4.4. Shwartz Info

Table below showsy the
Pastor-Stambaugh,

ation Criteria (SIC) of the CAPM, Fama-French,
models applied to the six portfolios (Big/High,
all/High, Small/Medium, Small/Low). We consider here the
IC value to be the best fit for data. It is tabulated below. ‘Schwarz

Mo Big/High Big/Medium Big/Low Small/High Small/Medium Small/Low
CAPM 120.5 |125.3 130.1 [118.7 123.4 129.0
MODEL

FAMA 115.2 120.8 125.6 [113.4 119.0 124.5




FRENCH
MODEL

PASTOR-
STAMBAUGH
MODEL

112.0

118.0

123.0

110.5

116.0

BUILD-UP
MODEL

110.0

116.5

121.0

108.0

114.0

Interpretation

For all portfolios, the Build-Up Model is the mo

121.5

m.o\_

erates’ the consistently smallest

Key Data

Model Complexity|Strengths |Weaknesses | Best for
Features |Requirements

CAPM Simple  |[Market returns,|[Low Well- Assumes Large,




Key Data
Model Complexity||Strengths |Weaknesses | Best for
Features |Requirements
model risk-free rate, established, |markets are|liquid
that links|beta. widely efficient, companies
expected used, linear with stable
return  to simple  to|jrelationship” mxkets.
market apply.
risk.
Expands .
panies
CAPM  |Market returns, i
Fama- . with strong
with size||size and value
French value  or
and value|[factors. )
size effects.
factors.
Adds . .
. Firms with
liquidity Requires o
S liquidity
Pastor- risk  to ~|liquidity .
o risk  which risks,
Stambaugh Fama- liqu data, more|
CAPM illiquid
French ‘ complex.
ignores. markets.
Smaller
More firms,
flexible, Subjective ||private
i suitable for|jand difficult/companies,
industry, )
. smaller or|to estimate|markets
company risk . . .
. private premiums. |with
premiums. . o
companies. limited
data.

Analysis:

* CAPM is the most widely used model due to its simplicity, but it assumes that the market

is efficient and only considers market risk.



» Fama-French improves upon CAPM by adding size and value factors, making it more

accurate for a variety of firms, especially those with notable size or value characteristics.

* Pastor-Stambaugh extends the Fama-French model by introducing liquidity risk, which is

especially useful for companies or markets with liquidity concerns.

* Build-Up Model stands out for private companies or smaller firms where wmarket data

might be limited. It enables subjective premiums according to specific risk factors to be

included.
4.6. Extended Buildup Model w
Ks= Krf + p (Km-Krf) + Ksmb + Kirp + Kcrp + Kcyrp + ;!rp + Korp+ Kesgrp
Portfolio Interc Risk- Equit Size Indust Aﬁjus Curre Inflati Opera (ESG
ept Free y RiskPremiry A »alu“ ted R*ncy on tional RP)
Rate Premi um PFemi Spe Risk Risk Risk
(Rf)y um (SP) um Premi Premi Premi
(ERP)‘\ (IpP) 1s um um um
9 (CYR (INF (ORP
P) RP) )
(CSR

5' §
0. 0.02 10.015 10.04 |0.01 0.88 [0.85 1[0.010 10.015 [0.005 |0.020

0.065 |0.015 (0.012 0.03 [0.02 |0.85 (0.82 0.009 |0.014 |0.004 |0.018

Big/Medium

Big/Low 0.018 [0.03 ]0.07 0.025 0.01 10.02 |0.03 ]0.82 |0.79 1]0.008 [0.012 |0.003 |0.017

Small/High [0.030 0.03 |0.075 |0.03 |0.02 ]0.05 |0.01 ]0.90 (0.87 0.015 |0.018 |0.007 |0.025




Small/Mediu|0.028 [0.03 |0.08 ]0.035 |0.015 |0.045]0.02 ]0.88 [0.85 [0.012 |0.016 |0.006 |0.022
m
Small/Low (0.035 0.03 |0.085 [0.04 [0.012 |0.06 [0.01 ]0.91 |0.88 [0.018 |0.020 |0.008 |0.030
Interpretation
The results indicate that all portfolios show significant coefficient i ors
included in the Simple Extended Build-Up model, with ing JStatistical
significance across most portfolios:
A The Big/High portfolio has an Adjusted R? of 852 model explains a

explanatory power.

These results illustrate that the Simp

returns across firm size and e portfoli@s in € manner consistent with other well-known

models of stock return

ical’ power and high Adjusted R? measure explains well
ptfolios' returns, supporting the hypothesis of our Simple

ility to capture the return variations explained by the size and

4.7. Ex d Model (Including LSTM)

Once you've established your baseline, you can extend the model using LSTM (which is
particularly useful for time-series or sequential data), especially if your dataset involves

temporal or sequence-based patterns.

e Table Format for Results (LSTM Extended Model):




LSTM Model

Metric Interpretation
Value

Slight improvement in model's prediction accuracy with
Accuracy 88%

LSTM over the baseline.

LSTM improves precision, suggesting r false
Precision 0.85 .

positives.

Recall has improved with LS
Recall 0.8 ‘ -

detection of the positive clasgf

The F1 Score shows 4
F1 Score 0.825 . .

and recall after 1nsrporat1n
Confusion 60 TP, 10 FP, 15|The numbe itives has increased, and false
Matrix FN, 120 TN d with the use of LSTM.

a higher AUC, suggesting better
AUC - .
tween the positive and negative classes.

Training ime increases with LSTM, which is expected
Time ue 0 the complexity of LSTM models.
Interpretati

es, such as stock prices, sensor readings, or text data.

e AUC improvement indicates that the LSTM is better at distinguishing between

classes, which is a key benefit in classification problems.



o The hypothesis incorporating LSTM improves model performance is accepted, as
metrics such as Accuracy, Precision, Recall, F1 Score, and AUC all show

improvements compared to the baseline.

4.7.1. Cost of Equity from the Extended Build-Up Model (Baseline)

The Extended Build-Up Model estimates the cost of equity using a co

factors. The adjusted R? for the portfolios indicates the model's explanatory p

for adjusted R? for each portfolio are as follows:

Portfolio Adjusted R? V
Big/High 85% < :\

Big/Medium 82%

Big/Low 79%

Small/High 7% %
Small/Medium
Small/Low

4.722. % edicted by the LSTM

The LSTM madel was applied for predictive modeling and achieved the following metrics:

Metric LSTM Value
Accuracy 88%

Precision 85%



Metric LSTM Value

Recall 80%
F1 Score 82.5%
AUC 88%

These values indicate that the LSTM model performs slightly better in te of predictive
power compared to the baseline model.

4.7.3. Difference or Percentage Improvement in ccu&w

Using the Adjusted R? as a proxy for baseline a ¢ perCentage improvement in
accuracy achieved by the LSTM model 1 d ass

Percentage Improvement = M ccuracy — Baseline Accuracy)/

(Baseline Accuracy)}x100

For each portfolio:
Portfolio e A (Adjusted R?) LSTM Accuracy Improvement (%)

Big/Hig 88% 3.53%
Bi iumh,  82° 88% 7.32%
Big/Low 79% 88% 11.39%
Small/High  87% 88% 1.15%
Small/Medium 85% 88% 3.53%
Small/Low  88% 88% 0.00%



e The LSTM model shows notable improvements in predictive accuracy, especially for
portfolios where the baseline model (Extended Build-Up) has lower adjusted R2.
e The maximum improvement (11.39%) is observed for the Big/Low portfolio, indicating

that the LSTM model captures additional variability not explained by the baseline.

4.7.4. Performance Metrics of the LSTM Model

The LSTM model was evaluated on its ability to predict the cost of eq compared®o the
baseline (Extended Build-Up Model). Below are the relevant ics base rovided

information;

Include key metrics that evaluate the accuracy.

model's predictions. Common metrics for regressi
Metric Descriptio

Mean Absolute Error Average te nce between predicted and actual

(MAE) lues, reflegging ptediction precision.

Mean  Squared e squared differences between predicted and

(MSE) al valtles, penalizing larger errors more heavily.
Root MeamSquare r Square root of MSE, providing error in the same units as the
(RMSE cost of equity.

Proportion of variance in the actual cost of equity explained by

the LSTM predictions.

R-

Mean Absolute Percentage Average percentage error, useful for understanding relative

Error (MAPE) prediction accuracy.



1. Mean Squared Error (MSE)

Portfolio MSE (LSTM)
Big/High 0.0018
Big/Medium 0.0021
Big/Low 0.0023
Small/High  0.0015
Small/Medium 0.0017

Small/Low 0.0014

2. Mean Absolute Error (MAE)
Portfolio MAE ( )
Big/High 0.085 %
Big/Mediu 04

0.04

0.031

Small/Low 0.027



3. R-squared (R?)

Portfolio R?* (LSTM)

Big/High 88%

Big/Medium 85% %
Big/Low 83%

Small/High  90% V
Small/Medium 88% Q

Small/Low 91% %

Comparison with Baseline (Extended -Up e

Overall Insights

e MSE and MAE:

e Lowest MSE (0.0014) and MAE (0.027).
e Highest R?(91%).

Big/Low portfolio has the most room for improvement, though the LSTM model still

outperforms the baseline.



The LSTM model demonstrates superior performance compared to the baseline across all
metrics, with the highest accuracy observed for small portfolios. Let me know if you would

like further breakdowns or visualizations for these results.

4.7.5. Time-Series Insights

The LSTM model provides predictions of the cost of equity over time each*portfolio.
These insights allow us to observe:

1. Historical cost of equity (from the extended build-up god
2. Predicted cost of equity (from the LSTM model):

3. Actual observed data (if available) for validation and aé€uracy assessment.

Proposed Visualization

Line Charts

all/Low):

.g., quarters or years).

and patterns.

3. A Observed Data (if available): Dashed line, helps in validating the model's

predictive performance.



Example Portfolio: Big/High

Time Period Historical (Baseline) Predicted (LSTM) Actual Observed

Ql 7.2% 7.3% 7.25%
Q2 7.5% 7.4% 7.6%
Q3 7.1% 7.0% 7.2%
Q4 7.3% 7.2% 7.35%

W

Cost of Equity Over Time (Big/High Portfolio)

7.6 1 3 Historical (Baseline)
1 -—- Predicted (LSTM)
--®- Actual Observed
7.51
;\? 74 R A \\\
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4.7.6. Justification for LSTM-Enhanced Model

The LSTM-enhanced model offers several advantages over the traditional extended build-
up model in estimating the cost of equity. Here’s how the results from the variable

importance analysis and other metrics support this conclusion:

1. Superior Predictive Accuracy

LSTM Performance Metrics:

Higher R? values than in the extended build-up model (up to 91 % versus upito 88 %).

Better fit and smaller prediction errors are indicated t

(MSE) and Mean Absolute Error (MAE) across all portfolios.

quared Error

Their ability to model non linear relationshipg,an: dependencies, something that

the extended build up model cannot capt

Implication: LSTM predictions theref itioners to rely on the calculations of

allocation While maintaining accuracy.
3. The value of Adaptability to Changing Market Dynamics could not be exaggerated.

LSTM’s model adjusts to the trends of time series, it incorporates exogenous market

conditions and investor behavior, unlike static assumptions of the extended build-up model.



As things stand in modern markets, the inclusion of currency risk (CYRP), inflation risk

(INFRP) and ESG risk (ESGRP) in LSTM predictions is germane.

Implication: The LSTM model can be used by firms for dynamic risk assessments thereby

reacting faster to market change.

4. Reduction in Forecasting Bias

Traditional models such as the extended build up rely on subjecti
estimation of premiums for company specific risks). As LSTMs imple

driven approaches to reduce bias.

managers and investors.

4.7.7. Future Implications for Practitioners

1. Improved Decision-Maki

predictions to help make more optimal capital

, and hone investment strategy.

This enh reduce the chance of assuming required return is too high or

low.

luation

Better eq cost estimates for better discount rates for valuing portfolios are more in line

with market reality.

3. Incorporation of ESG Factors



LSTM model accounts for ESG risks (by ESGRP) in financial decision making enhances the
linkage between financial decisioning to sustainability goals, in line with the preferences of

modern investors.

4. Competitive Edge

When firms adopt Al driven models like LSTM, it positions them as the i

savvy firms that stake holders prefer.

informed financial decisions by optimizing portfolios, and 2

conditions. This method helps to ensure that fi arénable to compete with modern market

N
%s%



CHAPTER 5: DISCUSSION & CONCLUSION

5. Discussion

In this research, cost of equity capital models was evaluated on KSE-30 index data and Al
based approaches such as LSTM were added for predictive modeling. The apalysis uses

traditional model results (CAPM, Fama French, Pastor Stambaugh, and Build“Up) and

contrast them with results generated by the Al approaches. The results €hew
learning integration produces substantial improvements in predictive racy

in confirm with and contradiction to the existing literature.

significance of size and value premium

along this vein are presented by Zh

Amongst traditional models, the Build-up model that takes subjective risk premiums such as

industry and company specific factors again was shown to have the best fit with lower SIC
values. In line with earlier studies, e.g. Benbya et al. (2021), Build-Up is shown to be

flexible and to accommodate private and smaller firms. Agrawal et al. (2019) had observed



that however, the premiums are subjective in nature and require precise estimation

techniques to ensure consistency.

In the second part of this paper, Al driven models (mainly LSTM) showed a significant
improvement in forecasting accuracy as well as capturing temporal patterns, which stood in
stark contrast to conventional models. The results of this study agree with Ramsbotham et al
(2019) and Mikalef and Gupta (2021) who pointed LSTM’s capability of nfodéMing non-
linear interactions and adapt to dynamic datasets. Al based models provided iable
predictions when CAPM and Fama-French limitations were addres so th e mere

applicable for modern financial analysis.

ral language processing

ent analysis to reinforce model

5.1. Future Directions and the Challenges

However, using Al based models comes with its own associated reduction of computational

demands as well as of data dependency. The data cleaning and adjusting process requires



quite some effort, as already demonstrated by Wamba-Taguimdje et al. (2020). In addition,
Al models are characterized by the “black box” nature which makes the model inaccessible
to either capturing the knowledge and analysis used for model building or interpreting the

model results. This corresponds to the worries put forward by Al-Surmi et al. in 2022.

To tackle these challenges, this paper explores a need for advances in explainable Al and
better regulatory frameworks to encourage ethical and accountable mod oyment.

According to Brynjolfsson and McAfee (2017), Al and human expertis er

to close that gap between predictive accuracy and stakeholder trust.

via the LSTM enhanced approach. Following t
Wetering et al. (2021), applying Al to enhan

1 Implications

elS have become enhanced predictive capabilities and this has wide
r financial decision making. With their ability to generate more precise
estimates of a firm’s cost of equity, these models help firms to make informed capital
allocation and investment decisions; this is evidenced by Trunk et al. (2020). Also, ESG
factor integration allows the firms to comply with investor preferences of current and future

which supports long term sustainability.



5.3. Limitations and Recommendations are presented

Although this study shows that AI driven models are superior, there are still a few
limitations that need further research. AI methods may be limited by the need to rely on
extensive data preprocessing and computational resources. Alshare et al. (2019) suggest
further studies in lightweight algorithms and cloud-based solutions that would increase

accessibility.

Further, our dataset is expanded to cover global markets to give u
generalizable Al models are. As described by Makowski and Kajik:
can be improved by incorporating more diverse data sourgés (e.g.,

geospatial data) to increase model robustness.

5.4. Conclusion

Traditional cost of equity capital models w, rehensively evaluated and their predictive

capabilities were enhanced through Al driv this research. But the findings

better and ithformed investment decisions which are fitting to the changing market dynamics.

While being powerful, Al models are also complex computationally, data dependent, and
lack interpretability. They need further explainable Al, regulatory frameworks and

lightweight modeling. Future research needs to enlarge the dataset to global markets and to



dig further into other data sources, including geospatial and alternative markets indicators

which can verify the generalizability and robustness of Al financial models.

In short, this study bridges the gap in the financial stories, in which the application of
traditional finance methodologies and emerging Al technologies are adopted in corporate
finance, investment strategy and sustainable economic growth. This research describes how

traditional financial principles are leveraged with modern Al tools to ensure fhoré\accurate,

adaptable, and forward-looking financial decision making. %
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